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Modern Training Practices:  Studying the Use of Virtual Reality 

for Training Procedures in Flightcrew Training 

 

Executive Summary 
 

Why We Did This Study 

 

Flightcrew training is a cornerstone of aviation safety, ensuring that pilots and other crewmembers 
possess the skills and knowledge required to navigate complex aircraft and respond effectively to 
non-normal situations. As technology continues to advance and new training demands continue to 
emerge in the aviation industry, the use of modern training practices will become more 
predominant. It is therefore important to have an understanding of how modern training practices—
in particular, virtual reality (VR), mixed reality (MR), augmented reality (AR), or other immersive 
technologies, collectively referred to as extended reality (XR)—are best implemented in air carrier 
training. Thus, our research was aimed at (a) gathering and reviewing information related to the 
current state of the art of modern training practices and methodologies, (b) identifying how air 
carriers are currently implementing and evaluating these training approaches, and (c) providing 
information on potential future uses. Specifically, the goal was directed towards identifying and 
testing emergent technologies that could be suitable in specific areas of flightcrew training. The 
results of this research could serve to inform Federal Aviation Administration (FAA) personnel 
who update regulatory and guidance material which relate to air carrier pilot training, procedures, 
and operations. Data may also inform Flight Standards Service (FS) personnel who evaluate, 
approve, and oversee flight deck operations, procedures, and operator training programs. 

 
What We Found 

 
Phase 1 Literature Review 

 
The goal for this research phase was to evaluate the use and effectiveness of electronic and distance 
learning (E&DL), broadly defined, for training procedures in the aviation domain. Our first step 
was a review of the extant literature. We reviewed over 1,200 academic, technical, and selected 
industry documents across relevant domains, including aviation, other transportation sectors, 
defense, and healthcare. This scientific and technical information and data helped us identify the 
effectiveness, advantages, and limitations of using modern E&DL technologies and approaches for 
training procedures, and allowed us to assemble other information related to the design, 
development, and evaluation of these modern training configurations (Sonnenfeld et al., 2021b). 
We also developed a compendium glossary and database of over 3,000 terms and definitions related 
to modern training that we made available to the FAA Air Carrier Training - Aviation Rulemaking 
Committee (ACT-ARC) Electronic Knowledge Training Working Group (EKT WG), and which 
became referenced as part of ACT ARC Recommendation 20-11: Terms and Definitions related to 
eLearning. 
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Our key findings and considerations, based on our Phase 1 review (Sonnenfeld et al., 2021b), were:  

• Modern E&DL configurations, when designed well, have the potential to be equally as, or 
even more effective than, exclusively traditional (e.g., lectures, presentations, online 
learning modules) training methods, specifically for objectives supporting the training of 
flightcrew-relevant procedures. 

• The literature generally supported equivalence of new training in procedures training across 
different delivery technologies and training approaches. That is, how training content is 
designed may have more of an impact on outcomes than the delivery medium. 

• Certain configurations of technologies and approaches may provide substantial gains in 
specific training outcomes, although definitive guidelines for pairing modern configurations 
to training outcomes were not found. 

• Procedures training should encompass both declarative knowledge (i.e., “know this”) and 
procedural skill (i.e., “know how”) training and practice. 

• Effective E&DL configurations for declarative and procedural knowledge training often 
include instructional features such as multimedia, interactivity, and intelligent tutoring. 
Effective E&DL configurations for skill training generally use some form of interactive 
demonstration and/or simulation. 

• To expand the benefits of simulation, scenario-based training (SBT) should be designed to 
incorporate elements of intelligent systems. 

• There appears to be promising but limited evidence that serious games—simulations 
developed to support learning/training objectives while leveraging game mechanics and 
elements—may be effective for procedures training. 

• E&DL using mobile devices is best suited for short-duration training content 
(microlearning). Mobile devices may also be best used to provide training at the point and/or 
time of need (training-on-demand).  

• Well-designed extended reality (XR, encompassing Virtual Reality – VR, Mixed Reality – 
MR, and Augmented Reality – AR) can be as effective for improving procedures training 
outcomes as conventional training for the knowledge portions and may be even more 
suitable than conventional training for physical tasks. Use of extended reality configurations 
should be determined by other than effectiveness alone. 

• There is substantial evidence to suggest that VR technologies can be effectively used to 
deliver procedures training in aviation. 

• There is less evidence that AR training can be effective for training procedures, and safety 
concerns for use of AR for flightcrew training in the aircraft remain to be addressed.  

• VR shows promise as a technology that may revolutionize training—yet developers have 
struggled to enable the systems to move from experimental or prototype settings and to 
integrate them into real-world training contexts. 

Overall, the results of our literature review suggested that use of XR-solutions, and VR technologies 
in particular, may provide unique benefits to support the training of flightcrew-relevant procedures. 
The most important challenge to implementing XR for training procedures is selecting an 
appropriate configuration among available technologies and approaches. A useful three-
dimensional framework to conceptualize, classify, and compare XR solutions considers immersion 
and interactivity, as originally proposed by Slater and Wilbur (1997), and adds realism as a third 
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dimension.  In this context, immersion refers to the degree to which the XR solution provides a 
sense of vivid presence in the target environment; interactivity to the way the experience is changed 
from passive to active; and realism describes how the XR experience approximates the existing 
reality of the target environment. 

 

Phase 2 & 3 Research Objectives and Methods 

Having recognized the potential of XR simulations, our Phase 2 and Phase 3 research sought to 
investigate immersion and interactivity using various simulation environments and instructional 
elements. Our aim was to understand the degree to which interactivity might compensate for 
immersion, especially for tasks that have different levels of involved motor actions.  

To obtain answers to these questions, in Phases 2 and 3 of this project, we compared different 
instructional elements in two empirical studies, with similar goals:  In both studies, we compared 
more immersive implementations of training simulations (VR using a head-mounted display) 
versus less immersive ones (personal computer with monitor, or tablet). We collected perceptions 
of usability, assessments of instrumentality and efficacy, measures of learning, and indications of 
cybersickness from participants who interacted with either immersive VR in pilot-relevant 
procedural aviation tasks, or their PC- or tablet-based equivalents. We also engaged in detailed 
comment capturing.  For example, we asked the study participants to provide their thoughts on the 
training that they received, what they liked or disliked about the training, and around what time or 
point did they feel familiar or comfortable with the VR system, in addition to taking standardized 
quantitative measures. 

In Phase 2, a total of 102 participants (college students) were randomly assigned to one of four 
conditions in a 2 (Immersion; lower vs. higher) x 2 (Interactivity; lower vs. higher) between-subject 
factorial design.  The Phase 2 study focused on the impact of different instructional strategies such 
as more passive (i.e., static text and media) vs. more active (i.e., dynamic interactions, object 
enrichment, and cues and clues) interactions, and crossed them with immersion (i.e., immersive VR 
vs PC-monitor). The preflight exterior inspection task simulation and training system used in this 
study was developed in-house at the University of Central Florida (UCF) Institute for Simulation 
& Training (IST) as part of this research project and featured a large number of novel instructional 
approaches across both head-mounted display (HMD) VR and personal computer (PC) monitor 
displays. It was intended to explore how individuals acquire the necessary knowledge and skills to 
perform a lengthy procedure with many sub-steps during air carrier-level operations, yet be 
accessible to a broader study population. 

In Phase 3, we collected data from 30 active Part 121 air carrier pilots at a major US airline training 
center.  The pilots were randomly assigned to one of four study conditions, in a 2 (immersion, high 
vs. low) [between] x 2 (procedure order; exterior preflight inspection first vs. initial preflight 
setup/flows first) [between] x 2 (simulations: exterior preflight inspection vs. initial preflight 
setup/flows) [within] mixed-model design. The air carrier pilots each interacted with two different 
training implementations, (i) the same trainer for external preflight inspections as in the Phase 2 
study and (ii) an externally developed trainer for initial preflight setup/flows. We compared 
immersive (VR with HMD) and less immersive (PC with monitor/tablet) implementations. We 
aimed to understand pilots’ perceptions of training using immersive VR vs desktop/tablet, to 
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compare the applications and implementations, and to obtain quantitative data on instrumentality, 
perceived effectiveness, usability, as well as simulator sickness.  

 

Phase 2 & 3 Research Results and Discussion 

The results of our analyses of both quantitative data and qualitative comments from both studies 
showed that both the highly immersive VR- and the less immersive PC-/tablet-based equivalents of 
the training simulations were generally assessed very positively by both participant groups. Both 
training simulations were considered improvements over currently available training methods (e.g., 
a static flight deck mock-up [“paper tiger”] or using handbooks or training texts for the initial 
preflight setup/flows; CBT with videos or static PowerPoints  for the exterior preflight inspection) 
by the Phase 3 pilot participants, but there were notable differences in usability, perceived 
instrumentality, and the level of discomfort (cybersickness) experienced by our study participants 
between implementations, depending on the task. 

The preflight exterior inspection simulation, regardless of implementation, was associated with 
substantial knowledge gains in the Phase 2 study, when compared to the pre-study level of 
knowledge among participants. Further, there were no significant differences in either gains or 
absolute post-test knowledge measures between the VR and the PC implementations. However, we 
observed differences in usability. The VR solution was rated lower, on average, albeit this 
difference was not statistically significant. We also observed differences in cybersickness, such that 
the VR solution led to, on average, highly significant and substantially greater levels of 
cybersickness (doubling SSQ scores from below 20 to near 40, at a medium statistical effect size).  

A similar pattern was found among the air carrier pilots, who were also very positive towards both 
implementations of the preflight exterior inspection software.  However, the air carrier pilots also 
indicated that they thought the VR implementation was more cumbersome, probably not needed, 
and they reported nearly four-times the levels of cybersickness (albeit at very low absolute levels) 
after experiencing the VR-implementation for only 10-15 minutes, when compared with the PC-
implementation. The Phase 3 pilot participants also rated the desktop implementation of the 
preflight exterior inspection software higher than other currently used alternatives, such as videos, 
PowerPoint presentations, etc. Together, this indicates that, as we predicted, for a procedural task 
that had a perceptual but limited motor component, the use of immersive VR was not justified in 
terms of acceptance, perceived instrumentality, or effectiveness. Indeed, using immersive VR for 
this task likely would be contraindicated, due to higher levels of frustration and cybersickness that 
trainees may experience, compared to the PC-desktop equivalent. 

In contrast, for the initial preflight setup/flows training software, which targeted a task with a very 
active and spatially sensitive motor component, participants in the Phase 3 air carrier study 
consistently expressed their belief that the immersive VR-implementation was “value added”, not 
only over the tablet-based version, but even when compared to a full-flight simulator (FFS) or any 
other form of training device, from FTDs to the cardboard flight desk poster static mock-up (i.e., 
“paper-tiger”). Despite the fact that those using the VR implementation, on average, also rated their 
cybersickness levels about 4 times the level of those who interacted with the tablet version (albeit 
at very low absolute levels) and despite their concerns about having to learn the VR technology, 
the ability to actively interact with the flight deck, reach for and operate switches, knobs, and 
buttons on the overhead panel, glare shield, etc., was consistently considered a major improvement 
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for this highly spatial and active task.  Pilots referred to it as “game changing,” with one 
summarizing the sentiment as “Every pilot wants to have this in [their] hotel room, yesterday.” Still, 
the tablet version was also very highly rated, based on its interactivity and the opportunity to 
practice the initial preflight setup/flows anywhere and anytime. In fact, pilots rated the CBT (tablet) 
version of the training, after experiencing it, as being as useful for practice as the Full Flight 
Simulator, especially for initial training and for quick review. 
 

Project Conclusions and Practitioner Findings 

The results of this research provided additional evidence that virtual simulations might be suitably 
used to augment or potentially replace existing approaches for training the targeted tasks in an air 
carrier setting.  Specifically, immersive virtual simulations implemented in XR, especially for 
highly spatial tasks, might be used to provide lower-fidelity simulation of “busy work” tasks, in 
lieu of more expensive FTDs, FSTDs, or even FFSs. Most participants mentioned that VR would 
be most appropriate for new hire and initial transition/differences training. Furthermore, spatial 
interactivity was identified as a key advantage of the immersive VR over existing training, such as 
using a paper tiger, desktop, and tablet training. Finally, for VR to be acceptable to flightcrews, 
findings suggested that it should have task fidelity, high visual quality, provide multimodal 
feedback, and include effective tutorials to enhance familiarization. 

Based on our empirical observations across all three phases, we developed a set of 35 actionable 
findings related to the design, introduction, and use of immersive technologies in the context of 
flightcrew training. These findings, and the observations they were based on, are further elaborated 
on in the Discussion, in sections 5.2. through 5.5.   

In the following, we present some key findings from among the 35.  They are grouped below within 
topic areas; the “Finding [#]” at the end of each finding refers to the list of findings in the Discussion 
section (5.2 through 5.5). 

 
Potential Benefits of XR/VR for Aviation Training 

 
XR-environments have the potential to provide equal or better training for applied aviation tasks 
than current training conducted in other environments, at potentially lower cost, higher scalability, 
and greater access and customization to trainees. [Finding 1] 

Highly immersive XR solutions allow relevant training environments to be experienced anywhere-
anytime, while alleviating the dependence on large, fix-based infrastructure. [Finding 8] 

Highly immersive XR applications present new opportunities for joint training of physically 
distributed trainees and trainers, who access the training environment and interacting with it 
synchronously, but from very different physical locations. [Finding 9] 

Highly interactive XR simulations that include novel instructional elements, such as dynamic 
visualizations, multi-media, etc. may be preferable over training in higher-fidelity devices which 
do not include those instructional elements.  This also can free up high-fidelity devices, such as Full 
Flight Simulators, for other training and practice opportunities. [Finding 24] 
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Limitations & Trade-Offs of XR/VR in Aviation Training 

An XR-solution that is poorly designed, employed, or assessed, may not reach its potential; indeed, 
it may be worse than the traditional training it is intended to supplement or replace. [Finding 2] 

XR and XR-environments are not training, per se; they are a medium for conveying information to 
pilots. To reach their potential for training, XR-solutions need to be carefully integrated into a 
systematically developed, used, and assessed training eco-system. [Finding 3] 

Highly immersive XR solutions may make interactions in the real world between trainers and/or 
trainees more difficult while trainees are immersed in VR. [Finding 11] 

The lack of accurate avatars with realistic representations of appearance, nonverbals, and 
facial/gaze cues currently limit the utility of VR for tasks involving crew coordination and 
communication. [Finding 12] 

The need to recalibrate XR equipment periodically can reduce presence, increase frustration, and 
induce or exacerbate cybersickness. [Finding 13] 

Using XR solutions today still requires a lot of specialized know-how that many trainers and 
trainees do not have yet.  This leads to “VR-overhead” needed for simply using an XR training 
solution and can reduce the technology’s effectiveness.  [Finding 25] 

XR is still in an early stage of technology development, characterized by a lack of standardization 
and consolidation. As a result, each combination of hard- and software is somewhat bespoke. This 
hinders assessing and comparing solutions.  It also makes it difficult to generalize results and 
provide minimum standards for XR solutions. [Finding 26] 

 

Mechanisms & Design Considerations for XR/VR 

A useful way to conceptualize, classify, and compare XR solutions is to assess and quantify them 
along three dimensions: immersion, interactivity, and realism.  [Finding 4] 

There are two aspects of interactivity relevant for XR systems: the degree to which interactions 
with the training environment are possible and consequences are displayed (the “what”), and the 
way in which these interactions are implemented (the “how”).  The “what” is at least as important 
as the “how”.  [Finding 14] 

High interactivity is not only highly desired by users, but it also improves learning, especially under 
conditions of low immersion.  [Finding 15] 

When trade-offs must be made between immersion or interactivity, increasing interactivity may be 
able to “make up” for loss in immersion.  [Finding 16] 

How interactions with virtual objects are implemented in VR is currently not standardized.  Small 
differences in implementation may be associated with large differences in usability.  [Finding 20] 
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Implementing XR/VR Training 

Instructional support is critical for the successful use of an XR simulation in training.  New users 
of XR technologies desire, and benefit from, being guided and aided by a human trainer when using 
XR training systems, especially at initial use.  [Findings 29 and 30]  

Training organizations interested in implementing XR training should carefully consider how and 
where to introduce the training.  A phased approach, with limited small-scale trials, potentially on 
a volunteer basis, that collects data on usability, availability, and acceptance of the technology, can 
provide important information to increase acceptance and success.  [Finding 31] 

 

Cybersickness in XR/VR 

Most people are to some degree susceptible to cybersickness, and, as both the extant literature and 
our studies demonstrate, about 10% to 15% of the population are particularly susceptible. Training 
organizations should be cognizant that highly susceptible individuals may be found in any group of 
XR-users.  [Finding 32] 

Training organizations should have steps in place to minimize, assess, and respond to 
cybersickness.  [Finding 33] 

There are general principles that can reduce the likelihood, incidence, and magnitude of 
cybersickness in VR (see table in Section 5.5).  However, it is the impact of their unique 
combination that is difficult to model or predict; thus, user testing is critical.  [Finding 34] 
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Modern Training Practices:  Studying the Use of Virtual Reality 

for Training Procedures in Flightcrew Training 

 

1.0. Background 

Over the past two decades, asynchronous online training interventions delivered using computers 
and even mobile devices (e.g., tablets) have become commonplace as a supplement or, in some 
cases, as a replacement for flightcrews’ traditional classroom and simulator training (e.g., 
Saraçyakupoğlu, 2020). Various other modern learning technologies have also been highlighted for 
their potential applicability within air carrier training configurations (Sonnenfeld et al., 2021a), 
including intelligent systems, conversational agents, and serious games (Aleven et al., 2013; 
Azevedo & Gašević, 2019; Graesser, 2013). However, technologies along the spectrum of extended 
reality (XR; Rauschnabel et al., 2022) in general—and VR configurations in particular—have been 
of particular interest, because of their potential role in fulfilling specific niches within the flightcrew 
training cycle. For example, VR has been proposed as a supplement to classroom training, as a 
bridge to rehearse procedural skills and tasks before simulator training, or as a means to provide 
enrichment or extracurricular practice following simulator training (Schaffernak et al., 2022; see 
also Brusso et al., 2014).  

There are a number of advantages, but also some limitations, related to the use of VR configurations 
for training in aviation, commonplace in discussions at industry training conferences.  Among these 
are: 

• VR configurations show promise as a technology that may revolutionize training—yet 
developers have struggled to enable the systems to move from experimental or prototype 
settings and to integrate them into real-world training contexts. 

• VR configurations may fit an unmet niche to bridge training ranging from online learning 
and paper instrument panels to simulator training and live practice—yet it is not yet shown 
that they show the fidelity, reliability, and effectiveness necessary to warrant any 
redistribution of training investment. 

• VR configurations seem the ideal tool to engage the next generation of pilots—yet popular 
conceptions of generational differences have given decision-makers pause to consider 
whether VR technologies may alienate older pilots and thus may not be appropriate for 
trainees across all demographics. 

• Finally, while marketing would suggest VR configurations are ideal to support training 
transfer, these qualities remain poorly understood, and there is a valid concern of whether 
such qualities outweigh their current limitations (e.g., cybersickness, technical issues, cost). 

In Phase 1 of this research, we found that there has been some, including empirical, support in the 
literature for the use of VR as a delivery medium for flightcrew training, particularly for the training 
of flight crew procedures (e.g., Sonnenfeld, Nguyen, Boesser, & Jentsch, 2021). The literature suggests 
that training for procedures using VR can be at least equivalent in effectiveness to training delivered 
via other mediums, although the “value added” of VR is not yet clear for training procedures, when 
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compared with other forms of training using computerized simulations (Sonnenfeld et al., 2021a; 
2021b). Numerous studies in the literature have shown that trainees’ individual differences (e.g., 
experience, prior knowledge, gender, etc.), systems’ instructional characteristics (e.g., interactivity, 
instructor involvement, instructional strategies and techniques), task characteristics (e.g., the 
domain and complexity of targeted competencies), and specific system characteristics (e.g., 
immersion, fidelity), impact training effectiveness, including those leveraging VR configurations. 

One deficiency in the empirical literature and in extant industry case studies has been an insufficient 
analysis of the interaction of these factors (e.g., instructional characteristics) and the system 
characteristics underlying the training medium (e.g., VR) on training effectiveness, in the context 
of specific topics and competencies relevant to flightcrews. Furthermore, there has been a 
deficiency of research on the types of instructional elements which may be effective for specific 
competencies and across different types of instructional events. This has resulted in conflicting 
recommendations for the design of training and learning interventions (Koedinger et al., 2012).  

The results of this research could serve to inform Federal Aviation Administration (FAA) personnel 
who update regulatory and guidance material which relate to air carrier pilot training, procedures, 
and operations. Data may also inform Flight Standards Service (FS) personnel who evaluate, 
approve, and oversee flight deck operations, procedures, and operator training programs. This 
information and data may be used by these personnel to inform the safe integration of technology 
and procedures in flight operations and training and inform potential updates to regulations and 
guidance reflecting contemporary training practices within the civil aviation training industry. 

1.1. Purpose 

We conducted a series of research activities to investigate the suitability of modern training 
practices, particularly VR, for topics and tasks relevant to air carrier training. Our aim was to review 
and gather information related to modern training practices and methodologies, to identify how air 
carriers implement and evaluate the effectiveness of these training approaches, and how they are 
evaluating the effectiveness of their training programs. We sought to identify and test emerging 
technologies (e.g., VR) and distance learning techniques (e.g., computer-based training, mobile 
learning) that could be suitable in specific areas of flightcrew training. Our objectives were to: 

a. Gather information from stakeholders in the air carrier training industry regarding their 
application of modern training practices and assessment methods (Phase 1); 

b. Review the extant literature to identify modern training trends with relevance for flightcrew 
training (Phase 1); 

c. Conduct baseline experimental studies to determine if there may be significant differences 
in training potential for task-based training using VR versus a PC-based simulation (Phase 
2); 

d. Conduct experimental studies using air carrier pilots at a collaborating carrier to examine 
the potential of VR for task-based training and comparing VR versus non-VR configurations 
in task-based training practices (Phase 3) 

e. Provide information on successful ways to implement modern training practices (Final 
Technical Report); and 
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f. Provide recommendations to help decide which topics, skills, and knowledge in aviation 
training are appropriate for modern training practices or other learning methods (Final 
Technical Report). 

The current report summarizes the results of our activities—in particular, we detail the findings of 
our investigation of how task characteristics (e.g., specific flightcrew procedures), system 
characteristics (e.g., immersion), instructional characteristics (e.g., interactivity), and individual 
characteristics (e.g., prior experience, age category, gender) impact indicators of training 
effectiveness (e.g., reactions and perceptions of learning). 

Based on the analysis of data collected in two studies (Phase 2 in-house study and Phase 3 air carrier 
study), we add to the understanding of how immersion, interactivity and their combined influences 
affect the potential impact of VR technologies in modern flightcrew training. In particular, we 
obtained empirical data, ranging from trainees’ reactions to perceptions of instrumentality and 
usability, to incidence of cybersickness, to selected performance data, for two exemplar flightcrew 
procedures (i.e., an exterior preflight inspection of a transport category aircraft and its initial 
preflight setup/flow).   
 
In our empirical studies, we were guided by the following overarching research question: 

• How does the immersiveness of the system, the interactivity of instruction, and the 
interaction between these constructs influence the potential use and effectiveness of training 
for flightcrew procedures? 

In this document, we start by summarizing our findings from our Phase 1 review and discussions, 
providing relevant background information on the concepts of immersion and interactivity. We 
follow this by providing a summary of our methodologies for the empirical studies conducted under 
Phase 2 (conducted in-house using a college student sample) and Phase 3 (conducted at an air carrier 
using a sample of the carrier’s pilots). After each methodology, the results and discussion are 
presented. Finally, a general discussion and practical implications are provided, with the intent that 
the results of the research we conducted may serve to provide the technical information, data, and 
recommendations needed to inform (1) Federal Aviation Administration (FAA) personnel who 
update regulatory and guidance material which relate to air carrier pilot training, procedures, and 
operations, and (2) Flight Standards Service (FS) personnel who evaluate, approve, and oversee 
flight deck operations, procedures, and operator training programs, of contemporary training 
practices as these personnel work to ensure the safe integration of technology and procedures in 
flight operations and training. 
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2.0. Overview of Research Activities Conducted Under Phase 1 

The goals of this research phase were (a) to gather and review technical information related to air 
carriers modern training practices and methodologies, (b) to examine the suitability of emerging 
technologies and distance learning approaches for specific areas of flightcrew training, and (c) to 
identify how these air carriers implement and evaluate the effectiveness of these practices. The 
specific objectives of Phase 1 were to conduct a literature review to identify modern training trends 
involving emerging technologies [e.g., virtual reality (VR), augmented reality (AR), gaming, 
mobile learning] that could support aviation training programs, and to identify examples, 
similarities, and differences among these modern training approaches.  We were also tasked with 
collecting and comparing information from air carriers regarding their current training practices 
and assessment methods, to identify how modern training methods may be delivered locally or at a 
distance, to identify how air carriers may evaluate the effectiveness of modern training practices, 
and to identify which topics, skills, and knowledge in aviation training may be delivered using 
modern training approaches. 

 
2.1. Phase 1: Literature Review and Participation in the ACT-ARC Effectiveness of 

Knowledge Training Working Group (EKT WG)  

We participated in and supported activities of the Effectiveness of Knowledge Training (EKT) 
Working Group (WG) within the FAA/Industry Air Carrier Training Advisory and Rulemaking 
Committee (ACT-ARC) as part of Phase 1 of the project. We provided subject matter expertise, 
background information, and material input to WG discussions, documents, and recommendations. 
We participated in forty-one (41) conference calls and three (3) multi-day face-to-face meetings 
with the EKT WG. We provided the EKT WG with a compendium glossary and database of over 
3,000 terms and definitions related to modern training, used by the EKT WG as the basis for ACT 
ARC Recommendation 20-11: Terms and Definitions related to eLearning under ACT ARC 
Initiative #44. We also provided the EKT WG with technical information on training needs analysis, 
training design, and training evaluation, including an overview presentation of different categories 
of training evaluation with a categorization of over twenty (20+) training effectiveness evaluation 
frameworks, used by the EKT WG as a basis for ACT ARC Recommendation 21-11: eLearning 
Guidance and Systematic Design Methodologies under ACT ARC Initiative #44. These activities 
allowed us to exchange information with air carrier training experts from industry and government 
regarding current and near-future trends in air carriers’ expectations for the use, implementation, 
and evaluation of emergent technologies and practices for flightcrew training, while supporting the 
efforts of the EKT WG with scientific and technical information.  Our contributions to the 
committee’s work helped the EKT WG identify a need for standardization and dissemination of 
terminology, definitions, and suggested practices as appropriate within FAA regulatory and 
guidance materials.  
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2.2. Phase 1: Industry Discussions 

With assistance from the FAA and from EKT WG members, we contacted, and then conducted 
informal discussions with, representatives from air carriers in positions associated with flightcrew 
training.  The purpose of these informal discussions was to identify how electronic and distance 
learning (E&DL) technologies and approaches were being used, and to obtain insights into current 
and near-future training trends. We also met with a small number of current air carrier line pilots 
(approx. 8) to gain insights on their experiences with E&DL approaches and insights into 
contemporary and near-future training practices. Supporting these discussions, we participated in 
eight (8) relevant industry workshops and conferences between December 2019 and March 2021, 
including the 2021 Annual FAA Human Factors Review, the Global Airline Training & Simulation 
(G-ATS) Conference, the International Symposium on Aviation Psychology (ISAP), the 
Interservice/Industry Training, Simulation and Education Conference (I/ITSEC), the World 
Aviation Training Summit (WATS), and others including the Annual Generalized Intelligent 
Framework for Tutoring (GIFT) Users Symposium, the Simulation Innovation Workshop (SIW), 
and five (5) webinars including presentations by the Civil Aviation Training (CAT) Leader Forum, 
Microsoft’s HoloLens team, and the Air Force Research Laboratory’s AFWERX. These activities 
allowed us to obtain aviation training practitioner insights into current and near-future trends in 
their expectations for the use, implementation, and evaluation of emergent technologies and 
practices for flightcrew training, supported with an understanding of training trends within aviation 
and other relevant industries. 

Throughout the remainder of our period of performance (March 2021 to September 2023), we 
supplemented these industry discussions with attendance and/or participation in (5) five industry 
workshops and conferences including the FAA/Industry Human Factors Roundtable (2023), WATS 
(2022/2023), the Central Florida Immersive Technology Summit, and the National Science 
Foundation (NSF) Advanced Air Mobility (AAM) Conference, also attending webinars on modern 
training approaches and technologies (e.g., virtual reality, experiential learning, adaptive training, 
artificial intelligence) including series by the National Training & Simulation Association’s 
(NTSA) Tech Grove, Halldale Group, and a webinar by Varjo/OpenBCI on the use of biometric 
data in VR/AR devices.  As discussed later in this report, as a supplemental activity for our Phase 
3 air carrier study, we concluded our industry discussions with a series of informal demonstrations 
and discussions with over thirty (30) subject-matter experts (SMEs) representing a diverse range of 
stakeholders (e.g., management, instructional design, multimedia) from an air carrier training 
department pertaining to the prospective application of modern training approaches (e.g., virtual 
reality, mobile learning) in flightcrew training. These discussions helped to inform our Phase 2 and 
Phase 3 research activities, as well as the discussion and conclusions of this report.  
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2.3. Phase 1: Literature Review and Deliverables 

We reviewed over 1,200 academic, technical, and selected industry documents across relevant 
domains (e.g., aviation, defense, healthcare, other transportation) to identify scientific and technical 
information and data pertaining to the effectiveness, advantages, and limitations of using modern 
E&DL technologies and approaches for training procedures and pertaining to the design, 
development, and evaluation of training configurations. These activities allowed us to identify the 
scientific and technical information and data needed to address our Phase 1 objectives within project 
deliverables and other information dissemination activities. We periodically submitted interim 
highlights documents (approx. 13) and submitted semi-annual reports to update the FAA on the 
project’s progress; associated monthly update calls (approx. 15) were conducted jointly with 
Auburn University to facilitate information sharing. For our Phase 1 deliverables, we developed 
and submitted to the FAA (Sept 2020) a draft report on the effectiveness of modern E&DL 
approaches for flightcrew procedures. We then revised and submitted this report to the FAA (Oct 
2021); this report discussed the effectiveness, advantages, and limitations of modern E&DL 
approaches for training flightcrews’ procedural knowledge (Sonnenfeld et al, 2021b). These 
research activities allowed us to share detailed insights from the scientific and technical information 
and data with our FAA stakeholders. 

Throughout the remainder of our period of performance, we supplemented our review of the 
literature with targeted reviews of topics of relevance to our Phase 2 and Phase 3 objectives. For 
example, we conducted targeted reviews of the literature on specific flightcrew procedures of 
interest to the flightcrew training community as identified during our industry discussions (e.g., 
initial preflight setup/flows, exterior preflight inspection, unreliable airspeed indication, and go-
around procedures) to inform our simulation testbed used in Phase 2 and Phase 3 studies. Our initial 
review of modern training approaches including intelligent tutoring and adaptive training furthered 
into a targeted review of the implications of artificial intelligence (AI) for VR technologies in 
training design, development, and assessment practices (see Nguyen et al., 2023) in support of 
Phase 3 activities. Additionally, informative reviews of regulatory and advisory/guidance materials 
pertaining to the Advanced Qualification Program (AQP) and Line Operational Simulations (LOS) 
conducted as part of the RDFSHF-CRM supplemental grant, all helped to inform our Phase 2 and 
Phase 3 research activities, studies, and the discussion and conclusions of this report. 

 
2.4.  Phase 1: Published Work & Outreach 

We developed and submitted to the FAA (March 2021) draft abstracts for submission to the 
International Symposium on Aviation Psychology (ISAP) and the World Aviation Training Summit 
(WATS). While the WATS submission was not accepted for presentation due to an overwhelming 
number of submissions, the accepted ISAP submission led to the development and submission to 
the FAA (April 2021) of an ISAP conference proceedings paper and prerecorded video presentation 
on findings and suggestions for the air carrier industry on modern training practices in flightcrews’ 
procedural knowledge training. These activities allowed us to disseminate highlights of our 
literature review activities with the aviation training community. Throughout the remainder of our 
period of performance, we continued to develop published work which expanded on the topics 
addressed in these products, as discussed in this report. 
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Throughout the remainder of our period of performance (March 2021 to September 2023), we 
continued to develop work products and conduct outreach activities. We developed and submitted 
to the FAA a series of draft and final versions of five (5) manuscripts for submission to the 2023 
Annual Meeting of the Human Factors and Ergonomics Society (HFES) and the 2023 
Interservice/Industry Training, Simulation, and Education Conference (I/ITSEC), resulting in the 
acceptance of three (3) proceedings papers and two (2) extended abstracts, as listed in Appendix A. 
Our outreach activities included participation in an Army Research Laboratory (ARL) Human 
Research Protection Program (HRPP) visit to UCF/IST (2022) with a presentation on the use of VR 
in experimental studies related to training, presentation at the UCF AR/VR Innovation Discovery 
(AVID) symposium (2023), a presentation at the 2023 Human Factors Roundtable (an industry 
meeting hosted by Atlas Air in Miami in May 2023), and a presentation for the FAA New and 
Emerging Aviation Technologies (NEAT) series (August 2023). 

 

2.4.1. Overview of Phase 1 Report Findings 

Based on our Phase 1 research activities, we determined that flightcrew training providers had 
begun to offer a number of training solutions delivered using mobile, mixed reality, and VR 
configurations (see Sonnenfeld et al., 2021b). These solutions were delivered using a range of 
instructor-led (i.e., facilitated) and non-instructor-led (i.e., non-facilitated) approaches, and there 
appeared to be a growing acceptance of these emergent technologies among air carriers and among 
their pilots. We also found that, in practice, various factors related to how the training is designed 
and implemented (e.g., training time, instructional support, instructional strategies used) may have 
a larger impact on the effectiveness of training than the type of medium through which training is 
delivered (e.g., desktop monitor, head-mounted display, mobile device).  

Training delivered using immersive technologies appeared to share many of the advantages and 
limitations of existing simulation training methods delivered through other set-ups (e.g., via CBT, 
as part of ATDs, etc.). We found VR configurations to be particularly promising for supporting 
training for the acquisition and practice of procedural knowledge and skill, and we found intelligent 
tutoring configurations to appear particularly supportive of training of declarative knowledge.  That 
said, there was not yet a deep enough literature to draw firm conclusions.  Indeed, one of the main 
take-aways from Phase 1 was that more information is needed on how the instructional strategies 
inherent to these configurations (e.g., immersion, interactivity, feedback, scaffolding) support 
flightcrew training for different tasks and topics. Lastly, we found that contemporary evaluations 
of training effectiveness should be guided by thorough, systematic methods which account for a 
breadth of training outcomes and moderating factors. Among these, we have found evidence 
contrary to the notion that generational differences are a mediating factor in the effectiveness of 
modern training technologies and approaches: While there may be generational differences in the 
current pilot population with respect to the degree to which they grew up with computer, gaming, 
and mobile technologies, we did not find strong support for the notion of a “generational gap”. 

As a result of our findings from our review of the literature and supporting discussions, our 
subsequent research activities in Phase 2 and Phase 3 were focused to provide empirical data to 
help clarify extant gaps in the literature and in the understanding of the flightcrew training 
community, particularly with respect to the interactions between immersion and interactivity which 
may underpin the outcomes of the use of VR technologies over traditional training approaches. 
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2.5. Discussion: Key Concepts from Phase 1 and Recent Research Findings 

Before proceeding to describe the resultant hypotheses and methodologies for our studies conducted 
under Phase 2 and Phase 3, we recapitulate a few key concepts from our Phase 1 work, supported 
with background information and recent findings as appropriate. These key concepts include virtual 
reality (VR) in the context of flightcrew training, the concept of immersion, and the concept of 
interactivity. An understanding of these concepts is pertinent for contextualizing the hypotheses, 
methodologies, and results which follow. 

 
2.5.1. Virtual Reality for Flightcrew Training 

Virtual Reality (VR) is a term that has variously been used to describe slightly different things:  In 
its essence, virtual reality and virtual simulation can be described as the computer-generated 
representation of a three-dimensional image or environment that allows individuals to engage with 
it in a manner that appears genuine or physical.  Please note that the broad definition does not 
specify the display form factor: Both a desktop implementation and one using a head-mounted or 
another wrap-around display (e.g., a projection in a CAVE virtual environment) would be 
considered virtual.  This is why some authors have distinguished between VR (focus is on VR) and 
immersive VR (I-VR), where the latter is inherently using an immersive display (cf. McGowin, 
Fiore, & Oden, 2022).   

However, more common is the use of VR as a synonym for I-VR.  In immersive VR, which is what 
we will from here on forward describe with the term VR, the interaction between the trainee and 
the virtual environment is facilitated through the utilization of specialized electronic equipment, 
such as a headset equipped with an internal screen or gloves embedded with sensors (Sherman & 
Craig, 2003; Cummings & Bailenson, 2016; Lawrynczyk, 2018).   

VR, especially in its immersive form, is part of an extended reality (XR) spectrum, which differs 
in the degree to which display elements are real vs. virtual:  In pure VR, everything (100%) the user 
perceives (read: predominantly sees) is virtual and hence computer-generated.  In Mixed Reality 
(MR), some elements are real and seen or otherwise perceived directly (even if mediated by 
cameras), and what is displayed to the user is blended, with more content being computer generated 
than real.  In Augmented Reality (AR), a few display elements are computer generated and are 
overlayed or otherwise fused with the predominant portion of what is observed by the user, being 
real.  Together, VR, MR, AR, make up the XR spectrum. 

The aviation industry has begun to embrace the potential of innovative XR training techniques and 
tools for flight crew training, such as immersive VR (Risukhin, 2016). Aviation instruction plays a 
vital part in the aviation industry as it guarantees that pilots and other aviation professionals acquire 
the necessary information, skills, and competencies to perform their roles safely and effectively 
(Jentsch & Curtis, 2017). VR shows considerable promise in its application to flight crew training, 
but the technology is not without its challenges, particularly in relation to how interactivity and 
immersion affect training fidelity, as well as specific technology limitations, such as the potential 
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for VR-/cybersickness. A comprehensive exploration of VR’s efficacy in both short-term and long-
term pilot training is still lacking (Oberhauser et al., 2018; Risukhin, 2016). Thus, in addition to 
assessing the overall effectiveness of employing VR technology, the optimal methods for its 
utilization continue to necessitate additional investigation (Walters & Walton, 2021). 

Like other simulation approaches and training devices, those using VR technology could enable 
pilots to repetitively engage in training objectives or scenarios, including some that are deemed 
unsafe to be conducted in person (Orlansky et al., 1994). VR simulators can reduce costs by 
minimizing the necessity of utilizing actual aircraft for training purposes, while also enabling the 
repetition of training tasks in a rapid and effective manner. The efficacy of flight simulators is 
contingent upon the pilot training objective (Roscoe & Bergman, 1980) and the specific phase of 
training. According to Povenmire and Roscoe (1973), novice pilots may derive greater advantages 
from utilizing the simulator compared to their more experienced counterparts (Reyes et al., 2022; 
Povenmire & Roscoe,1973). The findings of several studies conducted on the use of virtual reality 
(VR) in aviation indicate that this technology has the potential to enhance pilot training by 
improving the quality of instruction or the way content is delivered (Lawrynczyk, 2018; Lewis & 
Livingston, 2018; Schaffernak et al., 2020).  
 
A useful three-dimensional framework to conceptualize, classify, and compare XR solutions 
considers immersion and interactivity, as originally proposed for VR by, among others, Slater and 
Wilbur (1997), and adds realism as a third dimension (Figure 1).  In this context, immersion refers 
to the degree to which the XR solution provides a sense of vivid presence in the target environment; 
interactivity to the way the experience is changed from passive to active; and realism describes how 
the XR experience approximates the existing reality of the target environment.  We discuss these 
next, in turn. 
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Figure 1. Three-dimensional framework to conceptualize, classify, and compare VR solutions 

Note that the three dimensions are near orthogonal to one another: A fantasy/sci-fi VR game, for 
example, may be highly immersive (creating a vivid sense of presence) and highly interactive 
(providing lots of opportunities to interact with and affect the environment), but it may be 
completely lacking in realism (e.g., ignore the physics of gravity, force, etc.). Conversely, a 
telepresence VR experience, such as one to visit a tourist attraction like Times Square in New York 
City, may provide full 360-degree video and audio immersion and stunning realism in 8K UHD, 
but it may lack any opportunity for interactions.  And a nuclear power station control room systems 
trainer implemented on a tablet display may fall short on immersion, but it may be highly interactive 
and be realistic in its depiction of the control room displays and their behavior. 
 

2.5.2. Immersion 

Immersion, in the context of virtual reality (VR), refers to the degree to which a user feels fully 
absorbed and engaged in a computer-generated environment, to the point where they perceive 
themselves as being physically present within that environment. It involves the sensory and 
perceptual factors that make the virtual experience seem real and convincing (Slater & Wilbur, 
1997; Lombard & Ditton, 1997; Slater, 2003). Its meaning is characterized as "allowing users to 
complete their entry into the environment presented on the screen," which in turn gives them the 
impression that they are not only observers but also an integral part of the virtual world. Immersion 
is determined by several factors, including the number of sensory modalities used, the congruency 
of those modalities (e.g., visuals matching the user's head motion), the field of view, the vividness 
of the experience (e.g., frame rate, resolution), the user's ability to influence events, and the plot 
that develops.  For a review of constructs affecting immersion, see Slater & Wilbur, 1997; Miller 
& Bugnariu, 2016; and Sanchez-Vives & Slater, 2005.  

The Cognitive Affective Model of Immersive Learning (CAMIL) proposes that two technological 
aspects of virtual reality (VR), interactivity and immersion, influence a number of cognitive and 
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affective variables that may facilitate or impede learning in virtual learning environments (VLE). 
Immersion is not a unique characteristic in and of itself; rather, it is the outcome of representational 
integrity and interactivity (Dalgarno and Lee, 2010; Johnson-Glenberg, 2018; Makransky & 
Petersen, 2021; Peterson, et al., 2022). The primary differentiating element between a virtual reality 
(VR) learning session accessed by a head-mounted display (HMD) as opposed to a VR session 
accessed through a desktop computer, is the level of immersion experienced. Immersion is a 
quantifiable metric that assesses the level of realism and sensory engagement provided by a system, 
as well as its ability to minimize external distractions (Cummings & Bailenson, 2016).  
 

2.5.3. Interactivity 

Interactivity pertains to the degree of autonomy granted to the user in influencing the learning 
experience typically facilitated by handheld controllers and a virtual embodiment (Makransky & 
Petersen, 2021). Makransky et al. (2020a) suggest that VR is different from more standard 
multimedia lessons like videos or PowerPoint because of the level of interaction that is possible. 
Interactivity is a pivotal element in virtual reality (VR), enabling users to actively engage with 
digital environments and fostering a profound sense of immersion. Through a combination of 
hardware and software, VR allows users to interact with and manipulate the virtual world in real-
time, creating an unprecedented level of agency and presence (Slater & Wilbur, 1997; Seymour et 
al., 2002; Maher et al., 2000; Dalgarno & Lee, 2010). 
 

2.5.4. Realism 

Realism describes the degree to which the simulation environment replicate reality; it is often 
described also as “fidelity”. The realism of the physical representation of an environment (e.g., 
what it looks like) is subsumed under physical fidelity, and maps closely onto immersion.  That is, 
immersive displays that accurately replicate the metric space and visual appearance of an 
environment have high physical fidelity (at least as far as the visual representation is concerned).  
In contrast, realism of the functional representation of an environment (e.g., how it works) is termed 
functional fidelity, and this relates to the degree of interactivity.  Consequently, highly interactive 
displays, that correctly represent the actions of users and the consequences of their actions, is said 
to have high functional fidelity. 

A third dimension of fidelity is what has been referred to as “psychological fidelity”.  It refers to 
the degree to which a system or environment stimulates the targeted psychological constructs of the 
environment, which could be sensory, perceptual, cognitive, or affective.  Some training researchers 
(beginning with Osgood) argue that transfer of training is facilitated by high psychological fidelity, 
and that it is more important than either physical or functional fidelity.  However, because 
psychological fidelity is harder to verify and validate (it inherently depends on the human), it is 
typically easier to specify, verify, and validate the physical and functional fidelity of the simulation 
or training environment.  If both are high, it is assumed that psychological fidelity is high as well, 
whereas when one or the other, or both, are not, this assumption is at best tenuous. 
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2.6. Overview of Research Questions  

Having recognized the potential of VR simulations, our Phase 2 and Phase 3 research sought to 
investigate immersion and interactivity using various simulation environments and instructional 
elements. Our aim was to determine the degree to which interactivity might compensate for 
immersion, especially for tasks that have different levels of involved motor actions. To obtain 
answers to these questions, we compared different instructional elements in two implementations 
(i.e., a more immersive (VR using HMD) versus a less immersive (PC with monitor/Tablet). 
Simultaneously, we measured instances and severity of cybersickness, and we sought feedback 
from study participants regarding their reactions, perceptions, and opinions of the effectiveness and 
user-friendliness of the simulations. Moreover, we asked the learners to give us their perceived 
instrumentality and usability of the simulations. For example, we asked the learner to provide their 
thoughts on the training that they received, what they liked or disliked about the training, and around 
what time or point did they feel familiar or comfortable with the VR system. 
 
For each Phase, we formulated a set of research questions, shown in the next two subsections. 

 
2.6.1. Phase 2 Study Research Questions 

For Phase 2, the main research questions were the interaction, usability, the occurrence of cyber 
sickness, and learning experiences for task novices with a comparative sample (over 100 
participants; college students) and an achievable task (exterior preflight inspection).  Participants 
went through a training for an external preflight inspection of a transport-category aircraft; and we 
compared immersive (VR with HMD) and less immersive (PC with monitor), as well as highly 
interactive (active exploration: animations, highlighting, dynamic comparisons and others, in 
addition to static comparison, text) and less interactive (limited exploration: static comparison, text) 
instructional elements. 

• RQ1: How does the immersiveness of the system, the interactivity of instruction, and the 
interaction between these constructs influence variance in the effectiveness of training for 
flightcrews’ procedures?  
• RQ2: How does the level of interaction differ between highly immersive simulations (VR) 
and less immersive simulations (PC) for novices performing an exterior preflight inspection 
task?   
• RQ3: What is the impact of highly immersive simulations (VR) versus less immersive 
simulations (PC) on learning experience for novices?  
• RQ4: What is the perceived usability of highly immersive simulations VR) versus less 
immersive simulations (PC) for novices?  

  

2.6.2. Phase 3 Study Research Questions 

For Phase 3, which had access to a smaller, but highly qualified sample of active air carrier pilots 
at a major US airline, the focus was on questions related to perceived usability, instrumentality, 
acceptability, and cybersickness. The air carrier pilots each interacted with two different training 
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implementations, a trainer for external preflight inspections and one for initial preflight setup flows 
and compared immersive (VR with HMD) and less immersive (PC with monitor/tablet) 
implementations of the simulations. 

• RQ1: How are Part 121 air carrier pilots’ affective responses (reactions, perceptions, and 
opinions) toward training approaches influenced by certain system qualities (e.g., level of 
immersion) across different procedures (e.g., preflight inspection, initial preflight setup)?  
• RQ2: What are the practical considerations and challenges associated with implementing 
highly immersive and less immersive simulations in the training pipeline?   
• RQ3: To what extent do highly immersive simulations (VR) and less immersive simulations 
(PC/tablet) differ in terms of usability when employed as a training tool for two selected tasks, 
exterior preflight inspection and initial preflight setup/flows in a generic multiengine aircraft 
flight deck?  
• RQ4: What are the optimal ways to integrate virtual reality training into existing flight crew 
training programs to maximize its effectiveness and complement traditional training methods 
like the paper tigers and flight simulators? 
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3.0. Phase 2 Empirical Study (In-house Laboratory Study with College Students) 

Modern approaches to flightcrew training may vary in effectiveness due to (a) various design 
differences, and (b) for different types of tasks. Through our current line of research, we 
investigated the effectiveness of various modern training configurations using different 
instructional strategies, across a series of scenarios involving procedures associated with flight 
operations. This study focused on capturing individuals’ learning gains following a mock Preflight 
Exterior Inspection task experienced through a simulation, Flight Procedures Experimental 
Training (FlightPET).  

The primary purpose of this study was to develop an understanding of how students acquire the 
knowledge and skills to perform procedures during flight operations (here, preflight exterior aircraft 
inspection). One of our key interests was to determine the differences in effectiveness between 
training for these procedures using personal computer (PC)-based and virtual reality (VR)-based 
simulation devices. We were also interested in determining how different combinations of 
instructional strategies impact the effectiveness of training using these devices [i.e., passive 
strategies (e.g., static text & media) versus active strategies (e.g., dynamic interactions, object 
enrichment, cues & clues)]. Based on prior review of the literature, we were interested in evaluating 
training effectiveness using multiple types of indicators (i.e., affective effectiveness, behavioral 
effectiveness, cognitive effectiveness, process effectiveness), while accounting for various pre-
training and training factors (e.g., individual differences, prior knowledge, motion sickness, time 
variables). 

This study used undergraduate university students to investigate how students acquire the 
knowledge and skills to perform procedures during flight operations. Participants were assigned to 
one of four conditions: PC-based simulation, with active or passive instructional strategies; and 
VR-based simulation, with active or passive instructional strategies. A more detailed description of 
the method is presented in this section. 
 

3.1. Hypotheses 

• Hypothesis 1. There will be an interaction effect such that the low immersion x low 
interactivity condition and high immersion x high interactivity conditions result in 
equivalently high learning gains, but with trade-offs in various affective (e.g., presence, 
usability, satisfaction), cognitive (e.g., workload, self-regulation), and process (e.g., training 
time, simulation sickness) indicators. 

• Hypothesis 2. With respect to the preflight exterior aircraft scenario, the active instructional 
strategy combination will demonstrate evidence of higher training effectiveness. 

• Hypothesis 3. There will be no significant differences in training effectiveness overall 
between the PC and VR configurations. 
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3.2. Method 

3.2.1. Participants 

The study sample for Phase 2 was made up of N = 102 undergraduate students recruited from the 
University of Central Florida (UCF) who participated in this study for course credit. As the goal of 
this study was to understand how immersion and interactivity may impact novices’ learning 
experience and resultant acquisition of flightcrew-relevant knowledge and skills, college students 
represented a suitable population. None of these undergraduate students reported prior experience 
as pilots. Of the 102 participants, 52 reported as male (51%) and 49 as female (48%) (1 other). The 
sample included 90 participants aged 18-20 (88.2%), 11 participants aged 21-30 (10.8%), with 1 
participant in the 31-40 category (1%).  Thus, more than 95% of the sample were representative of 
the next generation of air carrier pilots.  
 
Participants were randomly assigned to the four study conditions.  No significant differences were 
found between conditions for the demographic characteristics collected for the study (e.g., 
dominant handedness, corrective vision, biological sex). Students were recruited using a UCF 
platform and received course credit for their participation in this study. 

 
3.2.2. Design 

In order to examine the relationship between (1) immersion and (2) interactivity on training 
effectiveness, with a focus on declarative knowledge and procedural skill outcomes in a flightcrew 
training context (e.g., exterior preflight inspection of a generic multiengine aircraft), this study used 
a 2 (Immersion; Lower vs. Higher) X 2 (Interactivity; Lower vs. Higher) between-subject factorial 
design (see Table 1).  

Table 1  

Phase 2 Study Design 

 Interactivity 

Low High 
Immersion Low PC Simulation with 2D Display 

and Peripherals; Passive 
Instructional Strategy Set 

PC Simulation with 2D Display and 
Peripherals; Active Instructional 
Strategy Set 

High VR Simulation with 3D Display 
and Peripherals; Passive 
Instructional Strategy Set 

VR Simulation with 3D Display and 
Peripherals; Active Instructional 
Strategy Set 
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3.2.3. Apparatus 

The study was administered on an Alienware desktop computer and HTC Vive Focus 3 virtual 
reality (VR) headset for the portion of the experiment (see Figure 2). The Flightcrew Procedures 
Experimental Training (FlightPET) simulation (preflight inspection) developed by UCF as part of 
this project (Sonnenfeld et al., 2023) was utilized in both PC-based and VR-based conditions (see 
Figure 3 and Figure 4). FlightPET was developed to support research on modern training practices 
in the air carrier industry and was designed to help identify which combinations of display 
technologies and training approaches should be used for specific flightcrew-relevant topics, in what 
contexts, and how to leverage these configurations to create outcomes comparable to conventional 
training methods. It can be implemented using virtual reality (VR) or conventional desktop displays. 
Technical details on FlightPET, a description of its features, and a discussion of its requirements, 
iterative design, testing, and potential use, can be found in Sonnenfeld et al. (2023) - see also 
Appendix A. 

 

 
Figure 2. VR Configuration & Controls (HTC Vive Focus 3) 
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Figure 3. UCF FlightPET experimentation setup menu 

 

 

Figure 4. FlightPET preflight exterior inspection training environment 

 

3.2.4. Materials & Measures 

3.2.4.1 Informed Consent Form. Participants were greeted at the research facility and presented 
with an informed consent form. This form explained to the participants the purpose of the study and 
any potential risks associated with participating in the study. In addition, participants were told that 
their involvement in the study was strictly voluntary and that they could decline or withdraw from 
participation at any point of the study.  
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3.2.4.2 Study Conditions. Participants were randomly assigned to one of four study conditions, a) 
PC-based Simulation with Passive Instructional Strategies, (b) PC-based Simulation with Active 
Instructional Strategies, (c) VR-based Simulation with Passive Instructional Strategies, or (d) VR-
based Simulation with Active Instructional Strategies).  

3.2.4.2.1 Condition A1: PC-based Simulation with Passive Instructional Strategies. 
Participants assigned to the “PC - Passive” condition were trained only with passive 
instructional strategies (e.g., static text and media) on the FlightPET desktop training 
simulation testbed. 

3.2.4.2.2 Condition A2: PC-based Simulation with Active Instructional Strategies. 
Participants assigned to the “PC - Active” condition were exposed to a training environment 
with active instructional strategies (e.g., dynamic interactions, object enrichment, cues, and 
clues) on the FlightPET desktop training simulation testbed. 

3.2.4.2.3 Condition B1: VR-based Simulation with Passive Instructional Strategies. 
Participants assigned to the “VR - Passive” condition were trained only with passive 
instructional strategies (e.g., static text and media) on the FlightPET virtual reality training 
simulation testbed. 

3.2.4.2.4 Condition B2: VR-based Simulation with Active Instructional Strategies. 
Participants assigned to the “VR - Active” condition were exposed to a training environment 
with active instructional strategies (e.g., dynamic interactions, object enrichment, cues, and 
clues) on the FlightPET virtual reality training simulation testbed. 

3.2.4.3 Pre-Testing Measures. Before engaging in their assigned experimental condition, 
participants were asked to complete several study measures on Qualtrics. These measures consisted 
of questions regarding participants age range, aviation experience, and individual difference factors 
including personality tendencies, experience using technologies including computer-based flight 
simulations and virtual reality head-mounted displays, and prior domain knowledge. Additionally, 
participants completed a color vision test as well as a spatial visualization test. Both tests were used 
for data screening purposes only and were not used to determine participants’ 
eligibility/ineligibility. The Corsi block-tapping test (Corsi, 1972; see also Arce & McMullen, 
2021) was used to measure visuospatial working memory (VSWM; Kessels et al., 2008; 
Vandierendonck et al., 2004). This test essentially required the subject to observe a sequence of 
highlighted blocks and then to repeat the sequence, beginning with a small number of blocks and 
gradually increasing in length up to nine blocks. Collectively, these pre- and post-surveys were used 
to account for potential confounds and to better understand individual differences in training 
effectiveness.  

3.2.4.4 Post-Testing Measures. After engaging in their assigned experimental condition, 
participants were asked to complete a series of assessments on Qualtrics (e.g., performance of 
preflight inspection task in FlightPET simulation, knowledge assessment, transfer assessment, 
collection of post-training survey responses, and obtaining feedback from participants). Moreover, 
affective (e.g., presence, usability, satisfaction), behavioral (e.g., task performance), cognitive (e.g., 
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learning gains, cognitive workload, self-regulation), and process (e.g., time, simulation sickness) 
constructs were used as indicators of training effectiveness.  
 

3.2.5. Procedure 

After arrival, participants were randomly assigned to one of the four conditions described above. 
First, participants were briefed on the purpose and procedures of this study. Second, participants 
were asked to respond to some general surveys which asks about information such as participants 
age range, aviation experience, and individual difference factors including personality tendencies, 
experience using technologies including computer-based flight simulations and virtual reality head-
mounted displays, prior domain knowledge. Additionally, participants were asked to complete a 
color vision test as well as a spatial visualization test. After completing the initial surveys, 
participants received general training on the controls that they would need to be familiar with to 
successfully engage with the mock tasks within our flight simulation software used for this study 
(either a standard desktop computer, mouse, and keyboard; or a virtual reality head-mounted display 
and hand-held controllers). Afterwards, participants were tasked with performing a virtual preflight 
exterior aircraft inspection task without training aids. This task would be followed by a competency 
test. The inspection task and the competency test are assessments of the simulation and were 
administered to all participants. After these assessments participants were asked to complete related 
to motion sickness, perceived workload, user experience, and other reactions to the training they 
received. In addition, they were also asked to provide feedback about their experience, 
understanding of the task, and the training they received. Finally, participants were debriefed on 
the purpose of the study and protocols. 

 
3.3. Results 

3.3.1. Data Checks for Pre-Study Measures and Random Assignments 

We began our analyses by comparing the four participant groups, to ensure equivalency across 
important background variables and biodata. Initial data checks showed that the four groups were 
comparable across the vast majority of background variables. Using one-way ANOVAs to compare 
the four groups, there were no substantial nor any significant (p < .05, two-tailed) differences in 
subgroup averages for age group, TIPI scores on extraversion, agreeableness, conscientiousness, 
emotional stability, and openness to experience. Likewise, there were no significant differences in 
need for cognition (NFC-6, global). There were also no significant differences by study group in 
pre-experiment scores on the knowledge test (baseline knowledge).  
  
With respect to the self-reported visually-induced motion sickness susceptibility (VIMSS), there 
was no significant difference among the four subgroups when compared directly, F (3,98) = 1.518, 
p = .2189. However, when we compared the means across the four groups, we noted that 
participants in the two low-interactivity conditions seemed to each have higher VIMSS mean scores 
than the respective high-interactivity groups (see Figure 5 below), so we followed the one-way 
ANOVA up with a two-way ANOVA. 
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Table 2  

ANOVA Table for the Self-Reported Motion Sickness Susceptibility across Groups in the Phase 2 Study 

 

This analysis indicated that when combined, participants randomly assigned to the two low-
interactivity groups reported, on average, significantly higher VIMSS scores (M = 3.3) than 
participants in the high-interactivity conditions (M = 2.1), F(1, 98) = 4.474, p = 0.037. There was, 
however, neither a main effect for immersion (p = 0.890), nor an interaction effect (p = 0.708). The 
observed effect size η2 for the relationship of VIMSS by interactivity was small, η2=0.044 
(adjusted, 0.015), however, and so we noted the difference for subsequent analyses but did not 
correct for it.  

 
Note: A = VR; B = PC; 1 = Passive; 2 = Active 
A1: Baseline text and static images, presented in VR 
A2: Baseline text and static images, plus dynamic comparisons and animations, presented in VR 
B1: Baseline text and static images, presented on PC monitor 
B2: Baseline text and static images, plus dynamic comparisons and animations, presented on PC monitor 
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Figure 5. Plot of self-reported motion sickness susceptibility across study groups in Phase 2. 

 

3.3.2. Study 2: Post-Participation Measures 

3.3.2.1. Post-Training (T1) Cybersickness Results 

A two-way ANOVA was conducted to analyze the main effects and interaction of the level of 
immersion (high VR, low PC) and interactivity (more active, passive) on cybersickness, as 
measured by the SSQ Total Scores after training (T1). As detailed in Table 3, we observed a main 
effect of immersion on cybersickness scores, F(1, 98) = 14.015, p < .001. The observed effect size 
η2 for the effect of immersion was medium, η2 = 0.12. There was not a main effect for interactivity 
on cybersickness, nor a statistically significant interaction between immersion and interactivity.   

Table 3  

ANOVA Table for the Total SSQ Scores after Training (T1) in the Phase 2 Study 

 

As shown in Figure 6, participants’ average total SSQ scores in the VR Active (M = 33.29) and VR 
Passive (M = 37.20) conditions showed that these participants experienced significantly and 
substantively more severe symptoms of cybersickness, than participants in the PC Active (M = 
18.47) and PC Passive (M = 16.46) conditions, and the degree of variance was in part statistically 
attributable to the immersion provided by the modality of the system modality (η2 = 12%). 
Participants’ reported experience of these symptoms nearly doubled between the high immersion 
(VR) and low immersion (PC) conditions.  
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Note: A = VR; B = PC; 1 = Passive; 2 = Active 
A1:  Baseline text and static images, presented in VR 
A2: Baseline text and static images, plus dynamic comparisons and animations, presented in VR 
B1: Baseline text and static images, presented on PC monitor 
B2: Baseline text and static images, plus dynamic comparisons and animations, presented on PC monitor. 
 

Figure 6. Plot of self-reported Total SSQ scores after Training (T1), across Phase 2 study groups 

3.3.2.2. Post-Performance Task (T2) Cybersickness Results 

A two-way ANOVA on cybersickness severity as measured by the Total SSQ scores after the 
performance task (T2) was conducted to analyze the main effects and interaction of the level 
immersion (high, low) and interactivity (active, passive). As shown in Table 4, the analysis 
indicated that there was a statistically significant effect of immersion on cybersickness, F(1, 97) = 
12.626, p < .001, medium effect size η2 = 0.125. However, there was neither a statistically 
significant effect of interactivity, nor of the interaction between immersion and interactivity.   

Table 4  

ANOVA Table for the Total SSQ Scores after the Performance Evaluation (T2) in the Phase 2 Study 
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As shown in Figure 7, participants’ total SSQ scores in the VR Active (M = 32.35) and VR Passive 
(M = 39.76) conditions showed that these participants experienced significantly and substantively 
more acute symptoms of cybersickness than participants in the PC Active (M=15.07) and PC 
Passive (M = 19.22) conditions; in fact, approximately double the level and, in all cases, above 20 
for the VR, and below 20 for the PC versions. Similar to the T1 data analysis, participants’ reported 
experience of these symptoms nearly doubled between the high immersion (VR) and low immersion 
(PC) conditions. 

 

Note: A = VR; B = PC; 1 = Passive; 2 = Active 
A1:  Baseline text and static images, presented in VR 
A2: Baseline text and static images, plus dynamic comparisons and animations, presented in VR 
B1: Baseline text and static images, presented on PC monitor 
B2: Baseline text and static images, plus dynamic comparisons and animations, presented on PC monitor 
 

Figure 7. Plot of self-reported Total SSQ scores after evaluation (T2), across Phase 2 study groups 

 

3.3.2.3. Post-Training (T1) Knowledge Assessment Results 

Our next set of analyses focused on the post-training knowledge assessment results.  We conducted 
two sets of analyses:  We analyzed the absolute post-test scores, and then calculated gain scores 
between the pre-participation assessment and the post-training knowledge assessment to determine 
how much learning had taken place.  We also conducted ANCOVA [using pretest scores as the 
covariate] and mixed-model analyses, all of which showed the same pattern of results, however.  In 
the following, we report first, the result of the post-test scores only analysis, and then of the gain 
score analysis.  For completeness, we also report the results of the mixed model analysis.  

First, a two-way ANOVA was conducted to analyze the main effects and interaction of the level 
immersion (high, low) and interactivity (active, passive) on total knowledge assessment scores. As 
detailed in Table 5, the analysis indicated that there was not a statistically significant (a=0.05) effect 
on total knowledge assessment scores due to the interaction between immersion and interactivity 
[F(1,98) = 2.61, p = 0.1093]. Main effects analysis showed that immersion had no significant effect 
on total knowledge scores (p = 0.1353). There was not a main effect for interactivity on total 
knowledge assessment scores (p = 0.6901). 
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Table 5  

ANOVA Table for the Post-Training (T1) Knowledge Assessment Results Phase 2 Study 

Source DF Sum of Square 

(SS) 

Mean Square 

(MS) 

F Statistic (df1, 

df2) 

P-value 

 Factor A - rows (immerse)  1  0.04018  0.04018  2.2684 (1,98)  0.1353 
 Factor B - columns (interact)  1  0.002832  0.002832  0.1599 (1,98)  0.6901 
 Interaction AB  1  0.04626  0.04626  2.6115 (1,98)  0.1093 
 Error  98  1.736  0.01771 

  

 Total  101  1.8252  0.01807   

 

As shown in Figure 8, participants’ total knowledge assessment scores after training in the VR 
Active (M = 0.28), VR Passive (M = 0.24), PC Active (M = 0.28), and PC Passive (M = 0.33) 
conditions did not differ statistically or substantially. Neither immersion nor interactivity seemed 
to have had an effect on total knowledge assessment scores.  

 

Note: A = VR; B = PC; 1 = Passive; 2 = Active 
A1:  Baseline text and static images, presented in VR 
A2: Baseline text and static images, plus dynamic comparisons and animations, presented in VR 
B1: Baseline text and static images, presented on PC monitor 
B2: Baseline text and static images, plus dynamic comparisons and animations, presented on PC monitor 
 

Figure 8. Plot of the knowledge assessment scores after training (T1) across Phase 2 study groups (e.g., 
0.25 = 25 percentage points). 

3.3.2.4. Baseline-to-post-Training Knowledge Score Differences (Gain Scores) 

A two-way ANOVA was conducted to analyze the main effects and interaction of the level 
immersion (high, low) and interactivity (active, passive) on baseline-to-total knowledge differences 
(knowledge gains). As detailed in Table 6, the analysis indicated that there was not significant effect 
of immersion (supporting hypothesis H3) nor of interactivity (contrary to hypothesis H2).  
However, the interaction of immersion and interactivity approached statistical significance, F (1,98) 
= 3.9327, p = 0.05015.  
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Table 6  

ANOVA Table for the Knowledge Gain Scores (T1 – Baseline) after T1 in the Phase 2 Study 

Source DF Sum of Square 

(SS) 

Mean Square 

(MS) 

F Statistic (df1, 

df2) 

P-value 

 Factor A - rows (immerse)  1  0.003296  0.003296  0.2864 (1,98)  0.5938 
 Factor B - columns (interact)  1  0.0002428  0.0002428  0.0211 (1,98)  0.8848 
 Interaction AB  1  0.04526  0.04526  3.9327 (1,98)  0.05015 
 Error  98  1.1279  0.01151 

  

 Total  101  1.1767  0.01165   

 

As shown in Figure 9, participants’ knowledge gains (baseline-to-total knowledge assessment 
scores) were uniformly greater than 0 and in the range of 10 to 16 percentage points, or roughly 
doubling the scores from pre- to post-test.  Specifically, the averages among participants in the VR 
Active (M = 0.16 [16 percentage points gain over baseline]) and PC Passive (M = 0.16) conditions 
were slightly higher than in the VR Passive (M = 0.10) and PC Active (M = 0.13) conditions, albeit 
not statistically significantly different. This pattern was different from the one we had expected in 
Hypothesis 1:  Instead of increased interactivity making up for loss of immersion, here, both the 
most immersive and most interactive (VR Active) and the least immersive and least interactive (PC 
Passive) conditions showed the greatest gains, albeit not significantly higher than their respective 
counterparts in terms of interactivity. 

 

Note: A = VR; B = PC; 1 = Passive; 2 = Active 
A1:  Baseline text and static images, presented in VR 
A2: Baseline text and static images, plus dynamic comparisons and animations, presented in VR 
B1: Baseline text and static images, presented on PC monitor 
B2: Baseline text and static images, plus dynamic comparisons and animations, presented on PC monitor 
 

Figure 9. Plot of the baseline-to-T1 knowledge score gains by Phase 2 study group (e.g., 0.10 = 10 
percentage points). 

A follow-up test using a 2 (immersion) x 2 (interactivity) x 2 (time) mixed-model ANOVA on the 
pre-training and post-training knowledge assessment stores confirmed that in all four conditions, 
the knowledge scores increased significantly, both overall F(1, 98) = 153.27, p < .001, Partial Eta2 
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= .610, and within each of the four groups (using simple effects test of time in each of the four 
conditions).  However, when comparing the size of the gains over time across study conditions, the 
only significant effect was the simple effect of immersion (VR vs PC) at low interactivity (p = 
.048):  Under conditions low interactivity, the VR group gained significantly less knowledge than 
the PC group.  

3.3.2.5. Post-Performance Task (T2) System Usability Score (SUS) Results 

A two-way ANOVA was conducted to analyze the main effects and interaction of the level of 
immersion and interactivity on usability rating scores as measured by the SUS at T2. As detailed in 
Table 7, the analysis indicated that there were no statistically significant differences in usability 
ratings between conditions. 

Table 7  

ANOVA Table for System Usability Scores after T2 in the Phase 2 Study  

Source DF Sum of 

Square (SS) 

Mean Square 

(MS) 

F Statistic  

(df1, df2) 

P-value 

 Factor A - rows 
(immerse) 

 1  353.5124  353.5124  1.2549 (1,98)  0.2654 

 Factor B - columns 
(interact) 

 1  7.6927  7.6927  0.02731 (1,98)  0.8691 

 Interaction AB  1  35.5555  35.5555  0.1262 (1,98)  0.7232 
 Error  98  27607.9575  281.7139   

 Total  101  28004.7181  277.2744   
 

The average usability scores in the VR Active (M = 59.25), VR Passive (M = 61.32), PC Active (M 
= 69.24), and PC Passive (M = 63.92) conditions had no statistically or substantially notable 
differences based on immersion or interactivity. However, PC conditions were rated slightly higher 
than the VR conditions.  

 
Note: A = VR; B = PC; 1 = Passive; 2 = Active 
A1:  Baseline text and static images, presented in VR 
A2: Baseline text and static images, plus dynamic comparisons and animations, presented in VR 
B1: Baseline text and static images, presented on PC monitor 
B2: Baseline text and static images, plus dynamic comparisons and animations, presented on PC monitor 
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Figure 10. Plot of the post-assessment (T2) system usability (SUS) scores across Phase 2 study groups 
Similar to the SUS scores, analysis of assessments of workload using the subset of the NASA 
TLX scales used in this study, showed no significant differences in average workload ratings 
(aggregated) either due to immersion or interactivity.    



  Page 43 of 78 
 

 

   

 

4.0. Phase 3 Empirical Study (Field Study at Training Center with Air Carrier Pilots) 

Modern approaches to flightcrew training may vary in effectiveness due to (a) various design 
differences, and (b) for different types of tasks. In Phase 3, we investigated the effectiveness of 
various modern training configurations using different instructional strategies, across a series of 
tasks involving procedures associated with air carrier operations (e.g., preflight inspection, preflight 
setup). Our study focused on developing an understanding of how 14 CFR Part 121 air carrier pilots 
acquire the knowledge and skills to perform procedures relevant to flight operations, by capturing 
participants’ perceptions, reactions, and opinions of different training approaches for flightcrew-
relevant tasks. Participants experienced two simulations: (1) the Flightcrew Procedures 
Experimental Training (FlightPET) simulation (preflight inspection) developed by UCF as a 
research tool under part of this project, and (2) the Procedures Trainer developed by Reaction 
Simulation; using PC-monitor-/tablet-based or VR-HMD-based hardware configurations.  

The primary purpose of this study was to test the usability and utility of providing additional 
training and practice opportunities to pilots as they learn procedures associated with the targeted 
operations (e.g., preflight inspection, preflight setup). One of our key interests was to capture Part 
121 air carrier pilots’ perceptions and opinions of different training approaches, which may vary 
with respect to the modality, interactivity, and level of immersion of that training. Specifically, we 
were interested in how differences in the level of immersion (low vs. high) and level of functional 
interactivity (low vs. high) may impact these perceptions and opinions for training for substantively 
different procedures relevant to air carrier operations. 

Based on our prior review of the literature, we were also interested in the variance introduced by 
various individual characteristics. These individual characteristics could include general 
demographics (e.g., age range, biological sex, handedness, visual/auditory 
depreciation/impairment), aviation experience (e.g., flight experience, Part 121 flight experience, 
B-737 flight experience), and gaming behaviors (e.g., frequency of use, familiarity with controls, 
preferred genres). In the study reported here, we investigated participants’ perceptions of these 
training approaches by examining pre-post differences in outcomes such as self-efficacy and 
perceptions of the instrumentality of various training technologies. Finally, we investigated 
participants’ perceptions of and reactions to these training approaches with respect to their 
simulation sickness, perceived recall, subjective cognitive load, usability, familiarization, and 
various affective and motivational factors.  
 

4.1. Hypotheses 

• Hypothesis 1. The VR approach (3D display and peripherals), involving a high level of 
immersion and high interactivity (spatially and functionally), will be perceived as being 
more useful / instrumental for procedures involving a higher degree of psychomotor and 
perceptual skills (e.g., initial preflight setup/flows, unreliable airspeed, go-around), versus 
the PC training approach (2D display and interface). 

• Hypothesis 2. There will be no difference between these training approaches, even a 
preference for the desktop training approach, for procedures more dependent on declarative 
knowledge (e.g., preflight inspection). 
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• Hypothesis 3. The high immersion conditions will be correlated with more positive 
perceptions for the initial preflight setup and more negative perceptions for the exterior 
preflight inspection, compared to the low immersion conditions.  

 

4.2.  Method 

4.2.1. Participants 

Participants in this study were identified and recruited by the air carrier partner. Of the 30 air carrier 
pilots, 23 were male and 7 were female. The goal of this study was to develop an understanding of 
how Part 121 air carrier pilots acquire the knowledge and skills to perform procedures relevant to 
flight operations. In addition, we were interested in capturing pilots’ perceptions, reactions, and 
opinions of different training approaches for flightcrew-relevant tasks. The make-up of the sample 
along a number of relevant background variables is shown in Figure 11 below.  As shown there, 
the sample’s age distribution was varied and encompassed the entire range of 14 CFR 121 pilots: 1 
participant was in the age group 21-30 years (3%), 9 participants 31-40 (30%), 8 participants 41-
50 (27%), 10 participants 51-60 (33%), and 2 aged 61-65 (7%).  
 
Pilots’ total flight time ranged from 4,000 to 23,000 hours (M = ~ 9,800 hours; Mdn = 8,000 hours; 
1st quartile = 5,525 hrs; 3rd quartile = 12,250 hrs). With respect to flight time with a 14 CFR 121 
carrier, 2 participants reported having had 1,000 hours or less (7%), while 28 participants reported 
having had over 1,000 hours (93%). In terms of experience with B-737 aircraft, after which the 
generic aircraft was modeled, 6 participants reported having no experience (20%), 7 had under 
1,000 hours of experience (23%), and 17 participants had over 1,000 hours of experience (57%) 
with this aircraft. While there is no inherent meaning of this mark with respect to type experience, 
1,000 hours of experience is considered a threshold that is (1) often used by the FAA to indicate 
substantial necessary experience for various qualifications, and (2) equivalent to the maximum 
number of hours someone could fly in 14 CFR Part 121 operations in one year. Thus, individuals 
with 1,000 hours of type experience are well qualified and have been with the aircraft for a 
substantial time and number of operations. 
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Figure 11. Basic demographic data for the Phase 3 study sample. 

4.2.2. Design 

This study used a 2 between (Immersion; Lower [2D] vs. Higher [VR]) x 2 between (order: initial 
preflight setup/flows first; exterior preflight inspection first) x 2 within (Type of Task/Task Spatial 
Interactivity; Lower [exterior preflight inspection] vs. Higher [initial preflight setup/flows]) mixed-
model design, as represented in Table 8 below.  

Table 8  

Phase 3 Study Design 

 Spatial Interactivity/Procedure (Within-Subjects Variable) 

Lower Interactivity: 
Exterior Preflight Inspection  
(FlightPET) 

Higher Interactivity: 
Initial Preflight Setup/Flows  
(Reaction Simulation)  

Immersion 

(Between 

Subjects, 

Independent 

Variable) 

Low (PC 2D) 
  

PC Simulation with 2D 

Initial Preflight Setup/Flows  
 

PC Simulation with 2D 

Initial Preflight Setup/Flows  
 

High 
(VR 3D) 

VR Simulation with 3D 

Initial Preflight Setup/Flows  
 

VR Simulation with 3D 

Initial Preflight Setup/Flows  
 

Figure 12 below shows the distribution of participants across the between-subjects study variables 
(i.e., Immersion and Order). 
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Figure 12. Breakdown of participant assignments to study conditions. 

 

4.2.3. Apparatus 

A variety of training approaches, including hardware and simulation software were used for the 
different study conditions. Examples of the two simulations used are provided in Figure 11 and 
Figure 12. In each condition, participants received a brief verbal overview of the controls for using 
that specific simulation, followed by a brief period of system configuration and calibration. 
Depending on the assigned experimental condition, participants used a standard desktop computer, 
mouse, and keyboard; a standard computer tablet; or a virtual reality (VR) head-mounted display 
(HMD) with hand-held controllers, as illustrated in Figure 13. 
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Figure 13. Instructor settings menu for FlightPET 

 

 

Figure 14. Reaction Simulation trainer software on a standard tablet 

 

 

Figure 15. HTC Vive Focus 3 virtual reality (VR) headset and controllers 
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4.2.4. Materials & Measures 

4.2.4.1. Online Informed Consent Form. Participants were asked to complete the informed consent 
form prior to arriving at the air carrier’s training center. If participants did not complete the 
informed consent online, they were consented in-person. This form explained the purpose of the 
study and any potential risks associated with participating in this study. In addition, participants 
were told that their involvement was strictly voluntary and that they could decline or withdraw at 
any point in the study.  

4.2.4.2. Online Pre-Demonstration Survey. In addition to completing the online informed consent 
form, participants were asked to complete a series of questions that included participants’ age range, 
biological sex, handedness, and any visual/auditory depreciation or impairment. In addition, we 
asked questions related to the participants’ aviation experience (i.e., total flight experience in 
thousands of hours; general level/category of Part 121 flight experience, and general level/category 
of flight experience in a B-737 aircraft) and use of video game systems (i.e., frequency of use, 
familiarity with controls, preferred genres). Finally, we asked questions about participants’ self-
efficacy with certain procedures and their perceptions of various training technologies. 

4.2.4.3. Study Conditions. Participants were randomly assigned to one of four study conditions: 
(A1) VR Initial Preflight; VR Exterior Inspection, (A2) VR Exterior Inspection; VR initial Preflight 
(B1) PC Initial Preflight; PC Exterior Inspection, or (B2) PC Exterior Inspection; PC Initial 
Preflight. Participants assigned to Condition A1 first interacted with the high immersion version of 
the Initial Preflight procedure, then interacted with the high immersion version of the Exterior 
Inspection procedure. Participants assigned to Condition A2 first interacted with the high 
immersion version of the Exterior Inspection procedure, then interacted with the high immersion 
version of the Initial Preflight procedure. Participants assigned to Condition B1 first interacted with 
the low immersion version of the Initial Preflight procedure, then interacted with the low immersion 
version of the Exterior Inspection procedure. Participants assigned to Condition A2 first interacted 
with the low immersion version of the Exterior Inspection procedure, then interacted with the low 
immersion version of the Initial Preflight procedure. 

4.2.4.4. In-Person Post-Demonstration and Exit Survey. After participants engaged in the two 
training approaches, they completed a series of questions regarding their immediate reactions and 
perceptions of various training approaches/technologies.  

4.2.4.5. In-Person Discussion & Debrief. These consisted of semi-structured informal discussion 
with participants on their perceptions and opinions of the training approaches, followed by 
debriefing participants on the study purpose and compensation procedures.  
 
 
4.2.5. Procedure 

For this study, participants completed online onboarding activities which included the informed 
consent form and pre-demonstration survey prior to arriving at the air carriers’ training center. 
Participants that did not previously complete the online onboarding were consented in person. 
Participants were assigned to one of the four study conditions (2 Immersion [VR vs. PC/tablet] 
(between) x 2 Orders [external preflight inspection first vs. initial preflight setup/flows first]). After 
each training demonstration, which, with system familiarization or tutorial, each lasted about 20 
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minutes, participants were asked to complete post-demonstration surveys related to their immediate 
reactions and perceptions of the training approaches and technologies presented in this study. They 
then completed a set of post-demonstration assessments that asked global questions about training 
technologies. Following this, and towards the end of the study session, participants were asked to 
participate in semi-structured informal discussion, followed by debriefing participants on the study 
purpose and compensation procedures.  In total, each session took approximately 10 minutes for 
the pre-demonstration online survey and up to 60 minutes for the in-person portion.  

 
4.3.  Results 

An initial data analysis of the Phase 3 study focused on three aspects, in accordance with the study’s 
research goals and specific hypotheses:  First, we compared perceptions of instrumentality between 
high- and low-immersion (VR vs PC/tablet), for both tasks (Hypotheses 1 and 2).  Second, we 
compared perceptions of usability/cognitive load across level of immersion, for both tasks 
(Hypothesis 3).  We augmented the numerical results with a review of pilot’s qualitative comments 
related to each simulation and its instantiation. We also, more broadly, looked at perceived 
instrumentality of different training approaches for each task, both before participation and once 
they had interacted with the simulation, and we analyzed the simulator sickness (Total SSQ) scores 
reported by the participants.   

4.3.1. Pilot Perceptions of Instrumentality and Usability 

Initial analyses of the numerical results from the Phase 3 study showed that most participants 
reported the VR-based simulation tools as an improvement to their current training methods.  
Across instantiations, they reported that interactive simulation can be a viable tool that could be 
used to augment or even replace established training approaches such as paper tiger training, current 
PowerPoint, and live training. Figure 16 shows a detailed breakdown of ratings of perceived utility 
and instrumentality that pilots provided towards different learning modalities for initial training of 
the two task sets. 
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Figure 16. Summary table of ratings of perceived utility and instrumentality for initial training, both before 
and after pilots in the Phase 3 study experienced the respective training simulations.  

As Figure 16 shows, pilots rated VR highly, both before, but also after they had interacted with the 
systems.  In fact, participants reported higher ratings of the modality with which they interacted 
after experience with it, as compared to before, whereas the ratings for training approaches they 
were familiar with (e.g., paper tiger or FFS for initial preflight setup/flows) did not change 
substantially from pre-participation to after.  This suggests that the systems exceeded pilots’ 
expectations. 

Test of the a priori hypotheses regarding perceived instrumentality (Hypotheses 1 and 2 above), 
showed partial support for the hypotheses:  The numerical ratings of the usefulness of either form 
of initial preflight setup/flow trainer did not differ (all p > .10) between those who had interacted 
in VR with it and those who had interacted with the tablet version, thus not supporting Hypothesis 
1, which had stated that the VR modality would be rated higher than the tablet version for the initial 
preflight setup/flow trainer.  However, in their open-ended comments, participants very consistently 
and clearly described VR as a “game changer” for training initial preflight setup/flows and one pilot 
even summarized their sentiment as a “tool every pilot wants in [their] hotel room, like yesterday”.  
Participants even rated the VR initial preflight setup/flow trainer higher than established methods 
for training initial preflight setup/flows—including the FFS, as shown in Figure 16. Indeed, several 
stated explicitly that that they thought VR, more generally, could be used to create low-fidelity 
simulations of “busy work” tasks, including for the practice of initial preflight setup/flows, in lieu 
of the more costly FSTD’s. Many participants also pointed out that the VR simulation technology 
would be most appropriate for new hires in initial training, and in other special circumstances for 
practice, such as after returning from medical/parental leave or other management assignments. 
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In support of Hypothesis 2, there were no differences in perceived utility of the exterior preflight 
inspection trainer between the two immersion conditions (all p > .10 with near-identical mean 
scores [e.g., 5.06 to 5.15 on a 6-point scale]).  That said, those who interacted only with the lower 
immersion versions (PC-monitor and tablet) rated the potential utility of VR for this task higher 
after training, than those who actually had experienced the VR. 

To test Hypothesis 3, which predicted that the more immersive simulations would be rated as higher 
for the initial preflight setup/flows and as lower for the exterior preflight inspection, we found 
partial support:  For example, cognitive load self-report data after exposure (CL1) showed a 
significant interaction of simulation type and immersion, F (1, 26) = 5.994, p = .021, in that there 
was no significant difference in cognitive load reported for the initial preflight setup/flow trainer 
by modality (MVR = 6.63 vs. Mtablet = 7.20), but a significantly lower cognitive load for the PC 
implementation of the exterior preflight inspection trainer than for its VR-equivalent (MVR = 6.84 
vs. MPC = 5.84). 

4.3.2. Simulator Sickness Scores 

We also have started to analyze the simulator sickness scores reported by the Phase 3 participants 
after interacting with the two simulations.  Figure 17 shows initial results of the analyses of SSQ 
scores, here, specifically of the Total SSQ scores after using the initial preflight setup/flow trainer.  

 
Figure 17. Summary of SSQ scores reported by participants for the initial preflight setup/flow trainer. 

A few items deserve mentioning. First, the overall level of simulator sickness pilots reported was 
comparatively low, after the relatively short exposure period they had, which was no more than 15-
20 minutes. That said, second, three of the participants who had experienced the initial preflight 
setup/flow trainer in VR (i.e., 10% of the total and about 18% of those who had interacted with the 
initial preflight setup/flow trainer in VR) reported scores above 20; whereas none of the participants 
did who had used the tablet-version, as illustrated in Figure 18. 
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Figure 18. Histogram plot of the frequency distribution of Total SSQ scores in Phase 3 after use of the initial 
preflight setup/flow trainer by those who had used the VR version (left) and the tablet version (right, labeled 
“PC”). 

Third, patterns of results for the SSQ followed expectations:  Participants who experienced the 
initial preflight setup/flow trainer after already interacting with the external preflight inspection 
trainer, and thus had higher cumulative exposure, scored somewhat higher on cybersickness than 
those who started with the initial preflight setup/flow trainer.  Finally, regardless of order, the VR 
version elicited higher ratings of simulator sickness than the tablet version of the initial preflight 
setup/flow trainer, F (1, 27) = 4.428, p = .045 (Table 9); in fact, the reported scores were 
significantly higher and, in relative terms, the average Total SSQ score was four times as high for 
the VR group than for the tablet group (MVR = 12.00 vs. Mtablet = 3.72), with an effect size of partial 
Eta2 = .141 (adjusted .109). 
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Table 9 

ANOVA Table for the Total SSQ Scores after the Initial Preflight Setup/Flows in the Phase 3 Study 

 

Similar results were found for the preflight inspection trainer.  Although none of the differences 
reached statistical significance with this relatively small sample and the very short exposures, the 
pattern of SSQ results was the same as for the initial preflight setup/flow trainer; in both cases 
was the average for the VR condition nearly three times as high as that of the equivalent PC 
version, the latter of which was constrained downward by the near-zero reports of any sickness 
symptoms by respondents in the PC condition:  MVR = 11.31 vs. MPC = 3.72 (see Figure 19). 

 

Figure 19. Histogram plot of the distribution of Total SSQ scores in Phase 3 after use of the exterior preflight 
inspection trainer by users of the VR version (left) and the PC version (right). 
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5.0. Discussion 

5.1. Overall Summary of Results of the Phase 2 and 3 Studies 

In Phases 2 and 3 of this project, we conducted two empirical studies that collected data from a total 
of 132 participants, including 30 active airline pilots employed by a major U.S. air carrier.  
Specifically, we collected perceptions of usability, assessments of instrumentality and efficacy, 
measures of learning, and indications of cybersickness from participants who interacted with either 
immersive VR configurations involving pilot-relevant procedural aviation tasks, or their PC- or 
tablet-based equivalents. We also collected numerous human-system interaction data from the 
training system in the Phase 2 study, and engaged in detailed comment capturing in the Phase 3 
study; these data continue to be analyzed. 

The results of the analyses of both quantitative data and qualitative comments from both studies 
that both the highly immersive VR- and the less immersive PC-/tablet-based equivalents of the 
training simulations were generally assessed very positively by both participant groups. Both 
training simulations were considered improvements over currently available training methods (e.g., 
paper tiger, training texts for the initial preflight setup/flows; videos or PowerPoint training for the 
exterior preflight inspection) by the Phase 3 pilot participants, but there were notable differences 
between implementations in usability, perceived instrumentality, and the level of cybersickness 
experienced by our study participants between implementations, depending on the task. 

The preflight exterior inspection simulation, regardless of implementation, was associated with 
substantial knowledge gains in the Phase 2 study, when compared to the pre-study level of 
knowledge among the participants.  Further, there were no significant differences in either gains or 
absolute post-test knowledge measures between the VR and the PC implementations, as we had 
hypothesized; in fact, on average, the PC version was associated with higher, but not statistically 
significantly greater, knowledge gains. However, contrary to our expectations, the greater 
interactivity provided by the active learning strategies was not associated with uniformly better 
learning outcomes:  Both the active PC and the passive VR version showed similar and the overall 
greatest learning.  Further analysis is required to determine whether there is an explanation, such as 
usability or workload, that may explain this.  We did observe small differences in usability—the 
VR solution was rated lower, on average, albeit not statistically significant. We also observed very 
large differences in cybersickness—the VR solution led to, on average, highly significant and 
substantially greater levels of cybersickness (doubling SSQ scores from below 20 to near 40, at a 
medium statistical effect size).   

A similar pattern was also found among the air carrier pilots, who were very positive towards both 
implementations of the preflight exterior inspection training software (i.e., FlightPET), but also 
indicated that they thought the VR implementation was more cumbersome, probably not needed, 
and who reported nearly four-times the levels of cybersickness (albeit at very low absolute levels 
[<20]) after experiencing the VR-implementation for only 10-15 minutes, when compared with the 
PC-implementation of FlightPET. Post-experience, the Phase 3 pilots also rated the desktop 
implementation of the preflight exterior inspection software both higher when compared to before 
experiencing it, and significantly higher than other currently used alternatives, such as videos, 



  Page 55 of 78 
 

 

   

 

PowerPoint presentations, etc. Together, this indicates that, as we predicted, for a procedural task 
that had a perceptual but limited motor component, that is, the preflight exterior inspection, the use 
of immersive VR was not justified in terms of acceptance, perceived instrumentality, and 
effectiveness. Indeed, using immersive VR for this task likely would be contraindicated due to the 
higher levels of frustration and cybersickness trainees may experience, as compared to the highly 
rated PC-desktop equivalent. 

In contrast, for the initial preflight setup/flows training software, which targeted a task with a very 
active and spatial motor component, participants in the Phase 3 air carrier study consistently 
expressed their belief that the immersive VR-implementation was “value added”, not only over the 
tablet-based version, but even when compared to the FFS or any other form of training device, from 
FTDs to the paper-tiger.  Despite the fact that those using the VR implementation, on average, also 
rated their cybersickness levels about 4 times the level of those who interacted with the tablet 
version (again albeit at very low absolute levels [< 20]) and despite their concerns about having to 
learn the VR technology, the ability to actively interact with the flight deck, reach for and operate 
switches, knobs, and buttons, was consistently considered a major improvement by the participants 
for this highly spatial and bodily active task.  That said, it must be mentioned that the tablet version 
was still very highly rated, based on its interactivity and the opportunity to practice the initial 
preflight setup/flows when using a VR-implementation would not be feasible.  In fact, pilots rated 
the CBT (tablet) version of the training, after experiencing it, as being as useful for practice as the 
FFS, especially for initial training and quick review. 

 

5.2. Conclusions: Promises and Pitfalls of XR Solutions for Aviation Training 

Together, the extant literature, which we reviewed in Phase 1 of this project, other research since, 
and the results of our current Phase 2 and Phase 3 empirical studies, suggest that interactive 
extended reality (XR) simulations, and in particular those which use Virtual Reality (VR) or Mixed 
Reality (MR) as the display-, interaction-, and delivery-platforms, have the potential to provide 
training for applied aviation tasks that can be as effective, or even better, than traditional training 
modalities, while providing substantial potential advantages in terms of training logistics, cost, and 
customization to the trainee. The possibility of creating immersive, realistic, and interactive 
representations of job-relevant spatial/3D environments anywhere-anytime, while alleviating the 
dependence on large, fix-based infrastructure and potentially reducing the scope of dedicated 
equipment required. Infrastructure, and equipment, which are often constrained in terms of initial 
cost, time, and space, and of limited scalability. This is an appealing value-proposition for trainers 
and trainees alike. It is no wonder that the idea of being able to create an airliner’s flight deck, its 
passenger cabin, an air carrier’s maintenance hangar, or an airport’s tarmac, pretty much anywhere 
where there is a chair and a 3 cubic meters volume of space, excites the aviation industry, as it 
promises possibilities for training that is unshackled from limited and expensive training centers or 
from the real environment, with all its limitations and costs.. 
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Finding 1: XR-environments have the potential to provide equal or better training for applied 
aviation tasks than current training conducted in other environments, at potentially lower cost, 
higher scalability, and greater access and customization to trainees. 

To realize this potential, however, those embarking on conceptualizing, building, acquiring, using, 
or assessing XR-solutions for training applied aviation tasks must be aware that a number of factors 
affect the solutions’ usability, efficacy, and effectiveness.  While it is true that well-designed XR 
training that is employed thoughtfully and assessed carefully has the potential of equal or better 
effectiveness, at larger scales, and with lower acquisition and operating costs per trainee, poorly 
designed or poorly applied XR training will likely be less effective, possibly more costly, and 
indeed can potentially be averse to trainees.   

For example, an XR-solution that cannot keep up with changes in Standard Operating Procedures 
that an organization may implement, will quickly be outdated and may become disused.  Similarly, 
an XR-solution that displays an interaction on the flight deck incorrectly, may provide negative 
training. And if trainees are asked to spend extended periods in an XR environment, without 
appropriate breaks or careful monitoring, this may result in substantial instances of cyber-sickness, 
discontinuance of training, and high cost for alternative training and qualification methods for the 
affected trainees.  

Finding 2: An XR-solution that is poorly designed, employed, or assessed, may not reach its 
potential; indeed, it may be more disadvantageous than the traditional training it is intended to 
supplement or replace. 

Further, in the same way that even the actual aircraft or the highest-fidelity and most expensive Full 
Flight Simulator (FFS) are not “training,” per se, neither is an XR environment, if it is not well 
integrated into a training program, or if it is used without consideration for learning objectives, or 
if it does not consider the physical limitations of the trainees.  All too often, the focus in XR training 
solutions seems to be mostly on describing its immersion and realism, that is, the replication of the 
job environment with an unwarranted emphasis on visual representation. However, it is well known 
that, depending on the training objectives for an applied aviation task, even a table-top exercise, 
held in a classroom, with nothing more than a set of charts and a few flight documents, can be a 
better and more effective training environment than the actual aircraft. In those cases, it is the way 
instructional objectives are translated into training opportunities that makes even an “unrealistic” 
environment quite effective: Effectiveness emerges, for example, through the way in which 
instructors facilitate guided practice, provide structured scaffolding, and engage in assessment of 
learning objectives.  

Finding 3: XR and XR-environments are not training, per se. XR environments are a medium for 
conveying information to pilots. They become training by being carefully integrated into a 
systematically developed, used, and assessed training eco-system.  What information is conveyed, 
and the setting in which it is conveyed, are equally important considerations.. 
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5.3. Turning XR Solutions into Effective Training  

Organizing Framework.  We suggest that a useful three-dimensional framework to conceptualize, 
classify, and compare XR solutions and their integration into the training eco-system considers 
immersion and interactivity, as originally proposed for VR by, among others, Slater and Wilbur 
(1997), and which adds realism as a third dimension (see Section 2.5. above; Figure 1).  In this 
context, immersion refers to the degree to which the XR solution provides a sense of vivid presence 
in the target environment; interactivity to the way the experience is changed from passive to active; 
and realism describes how the XR experience approximates the existing reality of the target 
environment.   

Finding 4: A useful way to conceptualize, classify, and compare XR solutions is to assess and 
quantify their immersion, interactivity, and realism. 

As we pointed out further above, the three dimensions of XR are largely independent from one 
another:  A VR game may be highly immersive because it creates a vivid sense of presence and 
highly interactive because it provides many opportunities for interactions with the environment, but 
it may ignore natural physics, and thus be completely lacking in realism. Conversely, a telepresence 
VR experience may provide full immersion and stunning realism in 8K UHD, but it may lack any 
opportunity for interactions.  And a systems trainer implemented on a tablet display may fall short 
on immersion, but it may be highly interactive and be realistic in its depiction of displays. 

Finding 5: Immersion, interactivity, and realism are independent/orthogonal dimensions of XR 
solutions.   

Advantages of immersion in XR.  Proponents of highly immersive XR displays often advance the 
notion that immersive XR allows trainees to experience true presence in the environment that is 
targeted for training.  There are two main advantages of high degrees of immersion in XR.  The 
first is that the spatial relationships of the modeled environment are similar to those in the targeted 
environment:  For example, things “behind” the trainee in the targeted environment are also behind 
the trainee in the immersive environment—as opposed to being to the left or right, or still in front, 
as when a limited number of monitors is used on desktop applications. Seeing what’s behind 
requires one to turn around or look over one’s shoulder, unlike in a desktop simulation, thus also 
increasing realism. Thus, the spatial and metric relationships of elements in the targeted training 
environment map closely, perhaps even identically, to those experienced in the target environment.  
Reaching up to a switch that is located on an overhead panel, allows trainees to experience and 
practice procedures in ways that are richer, because they involve embodied actions, and allow them 
to internalize not only the sequence of actions, but also the related gross- and, if modeled, fine-
motor activities and patterns. This allows for embodied learning in immersive VR (see also 
McGowin, Fiore, & Oden, 2022), which also strengthens the connections between different learning 
elements. Participants in both our Phase 2 and Phase 3 studies consistently reported that, for 
procedural tasks that involve substantial motor patterns, such as the initial preflight setup/flows, 
this was significant value added – in fact, several referred to it as “game changing.” 
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Finding 6:  High degrees of immersion, when paired with realistic spatial relationships in XR 
solutions, allow trainees to experience and internalize not only the sensory experiences as in the 
target environment, but also to practice the necessary motor activities for looking around and for 
reaching and manipulating objects, thereby building motor patterns, and to engage in embodied 
learning. 

Second, the XR training environments that are currently on the market or in development, including 
the two we used as part of the Phase 2 and 3 studies, are typically fully immersive and model all 
360 degrees surrounding the trainee.  Thus, unlike in a full flight simulator, when trainees turn 
around in an XR flight deck simulation, they see the jump seat, the flight deck door, and the 
bulkhead, rather than the simulator’s instructor or observer stations and a bunch of computer 
closets.  Further, as one moves down in the fidelity spectrum from FFSs to FTDs (and FNPTs 
[EASA]), to AATDs and BATDs, the “share” of space taken up by non-relevant features increases 
further.  Such non-relevant features could include, for example, empty panels, training room walls, 
flooring, or workstations. High immersion not only accurately represents the actual relationships of 
spatial elements in the target environment, it also increases the degree to which presence is felt, by 
shutting out the physical reality of the training location that is unrelated to the training environment.  
This is potentially important from a training effectiveness perspective whenever suspension of 
disbelief is critical. Admittedly, suspension of disbelief and presence may not be important for all 
training evolutions, but they can be important if there is a psychological, specifically 
affective/emotional, component required for training, such as to provide credible stimuli for training 
of startle or surprise, or to invoke a sense of danger for decision making training under stress.  

Finding 7:  By replacing the stimuli of the physical environment where training takes place with 
stimuli generated from a virtual environment, highly immersive XR technologies may be critical, 
and indeed superior to other training systems, when suspension of disbelief is important to achieve 
training objectives, especially in situations where affective components, such as danger, stress, or 
surprise need to be generated. 

The opportunity to bring, through high degrees of immersion and realism in XR, relevant training 
environments to “anywhere-anytime”, without the need for physical training facilities and 
specialized stationary equipment, is of course one of the main value propositions of XR.  High 
immersion not only increases situational interest and improves presence (Peterson et al., 2023; 
Sonnenfeld, Nguyen, Gomez, Jentsch, & Fiore, 2023), which improve, by themselves, learning, the 
ability to create training anywhere-anytime also opens up opportunities for conduct training where 
it previously did not exist.   

While our Phase 3 participants, all of whom were active pilots, were split with respect to whether 
they wanted to have access to XR training only at the training center or also at home/their crew 
hotel/domicile (more on that below), they did mention and appreciate the opportunity that XR 
provides to create valid training in any room, on demand, as one of the major draws of the 
technology. They particularly believed in the value of additional practice opportunities anywhere-
anytime for initial, transition, and upgrade training—although they were somewhat less optimistic 
for recurrent training.  Multiple participants also mentioned the opportunity to practice anywhere-
anytime in the context of pilots who, for medical, professional, or other reasons, had been away 
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from line flying for a while, and would be interested in practicing tasks before coming to the training 
center, going into the simulator, or re-joining line operations. 

Finding 8: Highly immersive XR solutions allow relevant training environments to be experienced 
anywhere-anytime, while alleviating the dependence on large, fix-based infrastructure and 
potentially reducing the scope of dedicated equipment required. Especially compared to non-
immersive training systems (e.g., desktop or tablet-based training), immersive XR can also reduce 
distractions typically present if training is held in multi-use or residential settings. 

Another related use of immersive XR solutions for training, albeit currently not yet implemented 
to its full potential in extant aviation VR solutions is the opportunity for trainees, who are not 
physically co-located, to experience the same shared virtual training space through telepresence.  
That is, unlike in a traditional training device such as an FTD, the trainees, and potentially the 
trainer(s) as well, could meet and interact within the same virtual environment while ostensibly 
being physically in widely dispersed locations – limited only by technical considerations such as 
network bandwidth or transmission lags, financial limitations such as access to high-end XR 
displays, or practical concerns such as diurnal patterns across different time zones.   

Remote synchronous collaboration is of course not limited to XR environments, and it is already 
prevalent in distributed multiplayer gaming, virtual conferencing, and shared remote use of desktop 
productivity applications, but it has particular appeal for crew training in aviation, which heretofore 
was limited to physically co-located training in a flight simulation training device at the location 
where that device was installed.  In addition to the potential economic and environmental savings 
that distributed training would provide, it may also reduce the need for current adaptations to real-
life scheduling problems, such as the use of “seat filler” pilots in training when an originally 
scheduled trainee is unavailable to complete a crew.   

Further, even if the possibility of distributed crew training and practice for credit is not executed, 
giving trainees the opportunity to informally “meet” in a virtual flight deck to practice, while being 
physically distributed, may provide important opportunities for peer-mentoring and informal 
professional development. This was something that several of our Phase 3 participants mentioned, 
again usually in the context of new hire pilots or related to pilots who, when re-joining the line, 
would be interested in practicing tasks and receiving peer mentoring. 

Finding 9: Highly immersive XR applications present new opportunities for joint training of 
physically distributed trainees and trainers. Unlike in traditional FSTDs, which are limited by the 
location of the physical device, participants could be accessing the training environment and 
interacting with it synchronously, but from very different physical locations.  

Disadvantages of XR immersion. Although high degrees of immersion can be desirable for effective 
training, there are also some disadvantages to consider.   First, the degree to which highly immersive 
systems “shut out” the actual physical environment surrounding the trainee, they also take the 
trainees’ attention and focus away from the physical reality in which they are located.  This is 
desirable for creating presence, but it can lead to potentially adverse situations, such as when 
trainees are colliding with or hitting objects or people in the physical environment while interacting 
in the virtual world, when trainees are may be prone to tripping or falling in the physical world, 
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and/or when they become unaware and/or unable to react to external events like fire, flooding, or 
intruders that present themselves in the physical environment.  

Finding 10: To the degree that highly immersive XR solutions “transport” trainees away from their 
physical reality, necessary interactions with, or in, the physical reality where training takes place 
will become more difficult. 

However, even if these events appear drastic, far-fetched, or unlikely, less severe negative outcomes 
are possible, for example in terms of training or classroom management.  An instructor overseeing 
a group of 10 trainees, each using a XR headset, while they are co-located in a classroom, may have 
their hands full in getting individual trainees’ attention, supporting them, and troubleshooting 
issues, and there may be a substantial additional load on trainers in those settings, compared to 
traditional classroom settings. This was also a concern that our experimenters, as well as our Phase 
2 and 3 participants, consistently mentioned:  Frequent donning and removal of XR headsets, which 
may become necessary to interact in the physical world, can become a barrier to training and 
learning, and related frustrations among trainers and trainees alike, can negatively affect the 
learning environment. 

Finding 11: Highly immersive XR solutions may make interactions between and among co-located 
trainers and/or trainees, more difficult than less immersive alternatives. That is, it is more difficult 
to interact with other individuals in the surrounding physical environment when the senses are 
immersed by virtual stimuli. 

In this context, it is also important to acknowledge that, while highly immersive systems may allow 
for spatially distributed trainers and trainees to interact remotely in a shared virtual space, the 
representation of the trainees in the virtual world, typically through avatars, may lack critical cues, 
including facial expressions, gestures, and even the physical similarity of trainees with their avatars.  
At this point, while joint crew training in a shared virtual environment may be suitable for practicing 
procedures, executing checklists, etc., it is unlikely that the richness of real crew interactions in 
face-to-face joint training, such as in an FSTD, can be displayed with sufficient accuracy in an XR 
solution, unless the trainees are co-located, and blended MR using sensor-fusion is employed. The 
description for Finding 18 below, provides an example of MR relevant to this context. 

Finding 12:  While highly immersive environments have the potential to be used for crew-level 
training, the lack of accurate avatars with realistic representation of appearance, nonverbals, and 
facial/gaze cues, currently limit the utility of VR for tasks involving crew coordination and 
communication. 

Finally, highly immersive XR solutions can only be effective to the degree that the mapping of 
avatar representations in the virtual world to the physical location and pose of the trainee is correct.  
Current VR systems continue to experience drift and calibration issues.  Further, the representation 
of “self” in the virtual world can be affected by such technical issues, thereby quickly reducing the 
sense of presence.   

Ideally, trainees should not experience mismatches between where they and parts of their body are 
in physical space, and what is represented in the virtual environment, as this (a) leads to frustration, 
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(b) increases the likelihood of inadvertent actions, and (c) potentially induces cybersickness. In this 
respect, slightly less immersive environments, which blend elements of the physical and virtual 
worlds, such as in MR, using see-through systems or sensor fusion, may be preferable over full VR 
that only includes virtual representations. 

Finding 13: High degrees of immersion require consistent and reliable mapping of the relationship 
between the physical location and pose of the user and its representation in the virtual world.  Drift 
and a frequent need to recalibrate, can reduce presence, increase frustration, and induce or 
exacerbate cybersickness. 

Advantages of interactivity in XR solutions. A consistent observation from our empirical studies 
concerned the importance and desirability of interactivity of training.  Trainees, regardless of 
whether they were professional air carrier pilots or college student participants, and regardless of 
whether they interacted with the VR environments in our studies or their equivalent PC/tablet 
implementations, consistently emphasized the importance of being able to interact with the training 
and actively explore the learning environment.  They wanted to “do things” and see “what happens 
in response.”  This maps against two, related, but somewhat independent aspects of interactivity, 
i.e., the “what” of which actions and consequences are modeled, on one hand, and the “how” of 
which modalities are used to perform the actions.   

In a Flight Management System Trainer (FMST), for example, the types of interactivity with a 
Control/Display Unit (CDU) may be limited by the number of input or line select keys that can be 
actuated, or by limiting the functionalities that the FMC models (say route inputs only), or by 
restricting the navigation data base (to certain airports). This determines the “what” of interactivity 
(and is often closely related to a simulation’s functional fidelity).  The second aspect is the “how” 
of interactivity, and here a PC-based FMST may restrict interactions to input via an external mouse 
(this is often related to a simulation’s physical fidelity).  

While there are psychomotor tasks that require both interactivity and high physical fidelity of the 
interaction (see also Finding 18 below), participants in our studies consistently emphasized the 
importance of the former (the “what”) in interactivity over the latter (the “how”).   

Finding 14:  There are two aspects of interactivity relevant for XR systems: the degree to which 
interactions with the training environment are possible and consequences are displayed (“what”), 
and the way in which these interactions are implemented (“how”). The “what” is at least as 
important as the “how”. 

The desire to actively engage with a training environment and to observe the consequences or 
outcomes of actions is in line not only broadly with the learning and training literatures (cf. Kaplan 
et al., 2020; McGowin et al., 2022), which emphasize the importance and benefit of active and 
embodied learning, it also specifically matches recent results from other empirical research, for 
example, Peterson et al. (2022), who investigated the combined effects of immersion and 
interactivity in VR.  Peterson et al. concluded that: 

“…both immersion and interactivity positively influenced the levels of physical presence 
experienced by learners, while interaction effects showed that interactivity is more important for 
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the experience of agency and embodied learning under conditions of low immersion. Moreover, 
significant main effects suggested that high interactivity reduces extraneous cognitive load from 
the environment, and that high immersion leads to larger situational interest” (Peterson et al., 
2022, 104429). 

Finding 15: High interactivity is not only a characteristic highly desired by users for a training 
solution, but it also improves learning, especially under conditions of low immersion. 

The finding by Peterson et al. above that interactivity is particularly helpful when immersion is low 
is also something that our Phase 3 participants intuited in their assessments and reflections on the 
PC and tablet versions of the two training systems they interacted with.  While the VR solutions 
were generally higher rated, especially in terms of perceived utility, than their PC/tablet equivalents, 
the PC/tablet versions were consistently much higher rated than current approaches to training the 
two sets of procedures that did not include interactivity, such as the paper tiger for the initial 
preflight setup/flows, or instructional videos or PowerPoint slides for the external preflight 
inspection.  Almost uniformly, participants commented positively on the interaction opportunities 
that the PC/tablet versions provided them.  They also stated that, if only one or the other was 
available, they would prefer greater interactivity over greater immersion. 

Finding 16:  When trade-offs must be made between immersion or interactivity, increasing 
interactivity may be able to “make up” for loss in immersion, especially for tasks where being able 
to observe the consequences of actions is of utmost importance for training.  For tasks such as initial 
preflight setup/flows and external preflight inspection, participants considered interactivity as more 
important than immersion. 

Selecting interactivity for XR solutions.  Current XR solutions differ widely in the degree to which 
they provide a passive vs. active experience, in the same way that other media and training systems 
differ in interactivity.  As such, selecting the degree of interactivity and matching it to the objectives 
for the XR solution should, in principle, follow the process of any systematic training needs analysis 
and design, for example, as described in AC 120-54A CHG 1 (FAA, 2017); for some training 
objectives, passive experiences such as instructor demonstrations or instructional videos, may be 
suitable, whereas for others, active experiences, such as interactions with flight deck systems using 
an FTD, may be appropriate and/or required.  As these principles are described elsewhere and not 
unique to XR solutions, we will not describe them here in detail. 

Finding 17: The interactivity of aviation training XR solutions should be determined based on the 
training objectives, in the same way that levels of interactivity are already selected/specified for 
other training systems and devices.  Extensive guidance material on this topic already exists, and it 
can be applied to XR systems.  

Similarly, what aspects of interactivity should be represented, and how interactivity is implemented 
in XR systems is not inherently or fundamentally different than for other training systems.  For 
example, the aforementioned FMST (see Finding 14) may, depending on implementation, differ in 
the interaction modalities that are represented, such as for entering data into the CDU:  A PC-based 
FMST may use mouse-keyboard entry, whereas a BATD or AATD FMST may employ touch 
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screens, while the FMST portion of a higher-level FTDs may use physical replicas of the actual 
CDU, as found in the aircraft.   

Each of these interaction modalities has an equivalent in a typical XR flight deck trainer:  In pure 
VR, trainees may make inputs by pointing at and “lazing” keys from a distance (equivalent to mouse 
inputs), or by reaching and “pushing” keys (equivalent to actuating a touch screen), whereas in MR 
or AR, they may interact with physical replicas of the controls (as in a FFS).  MR systems such as 
Collins Aerospace’s CoalescenceTM system (Collins, 2023), for example, fuse the images of 
targeted elements of the physical world, obtained from see-through cameras on the HMD, with 
representations of an external virtual world, using computerized sectoring and/or green-screen 
technology.  This allows users to engage in natural manual interactions with physical objects, such 
as aircraft controls, within a limited segment of the virtual world, without the need of extensive 
physical simulations of the remaining environment, which is instead represented virtually within 
the HMD only. 

Finding 18: The selection of how interactions are implemented in XR systems parallels that of 
selecting interaction modalities for other training devices.  Within the XR spectrum, equivalents 
exist to all common human-system interaction modalities, and similar processes should be followed 
in deciding what is acceptable and/or required. 

Usability aspects of interactivity in VR.  In immersive VR, current technologies for the tracking of 
user orientation, pose, and inputs—especially that associated with the location and orientation of 
gaze and hands— typically require users to interact with the virtual world using wand-like input 
controllers in the physical world.  At this point, wand-less tracking and pose estimation of hands is 
limited to a few devices; the vast majority still use wands.   

Holding a wand and interacting through traditional input devices on the wand, such as triggers, 
buttons, track pads, or joysticks, requires the translation of the physical manual interactions in the 
real-world flight deck into unique input actions via the wand that represent them. Learning the input 
actions increases cognitive load, requires practice, may lead to trainee frustration, and, depending 
on the required psychomotor skills, may not be acceptable for training, for example, for training 
fine motor skills or those with long acquisition curves.  Further, there is no standardization across 
devices of how this is done, or which inputs on the wands do what, potentially further exacerbating 
the problem (see also the concept of “VR-overhead” further below, in Findings 25 through 28)  

Finding 19:  In VR systems that use wands for tracking the position and pose of hands and that 
employ control components on the wands as input devices for interactions, natural manual actions 
in the real work environment need to be translated into VR-specific actions using the wands.  This 
may necessitate initial practice that is VR-implementation specific, requires time, and increases 
trainees’ cognitive load. 

In our studies, the most difficult and frustrating action in VR for most participants was actuating 
controls by pushing them with a (virtual) finger, such as pressing a virtual CDU keyboard key with 
one’s index finger. In the VR device we used, this required holding the wand in a particular 
orientation, one that the participants thought was somewhat unnatural, with the physical thumb—
rather than index finger—angled towards the targeted virtual push button or key.  Then, participants 
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had to move their hand in the physical world towards the representation of the button in virtual 
space, before they could “press” it.  This proved surprisingly difficult for participants:  They would 
miss small buttons entirely, they would not push far enough, or too far, or too quickly, or too slowly.  
The lack of feedback and success led to frustration and frequent delays.  While these were not unlike 
the problems and frustrations users experience with touch-sensitive displays, the problems 
participants had with this relatively simple action substantially distracted from learning the 
locations and sequence of key presses and the overall perception of the training system. 

Conversely, an action that we thought was at least as complex as pressing a key, such as grabbing 
and then moving switches or knobs, proved surprisingly straightforward for participants.  In order 
to actuate a virtual switch or button, participants had to move their virtual hand until it “touched” 
the targeted one in the virtual world.  They then used the wand’s trigger to execute a pinching 
movement of virtual thumb and index fingers to grab it.  Once they had grabbed the switch or knob, 
they then quickly learned how to move the wand in approximately the same way as one would 
move the physical hand (slide or twist) to actuate the switch or knob.  In fact, unlike in the physical 
world, as long as they held down the trigger, the virtual hand remained glued to the switch or knob, 
and therefore, no one’s hand “slipped” off the switch or button.  To release the pinch, participants 
had to release the trigger, which most mastered very quickly. 

Finding 20: How wand-based interactions with virtual objects are implemented is currently not 
standardized.  Mapping of physical actions to VR inputs should not only be considered in terms of 
replicating/approximating the physical actions of the task environment, but also in terms of the 
resulting usability.  Testing with users may be required, as small differences in implementation may 
be associated with large differences in usability. 

In today’s typical VR implementations, i.e., those not using haptic gloves or those without direct 
input into realistic controls (as in the aforementioned CoalescenceTM MR system), realistic haptic 
feedback is typically missing.  In lieu of the haptic feedback that the physical world provides, 
developers should strive to replicate other forms of actual feedback in the target environment, such 
as a visual indication that a switch has changed positions, or the illumination or extinguishing of an 
indicator light when a switch is moved, or an audible “click” as a switch changes position.   

Further, the nature of the virtual environment affords opportunities for additional feedback not 
present in the physical world:  As the virtual hand reaches a control, the button, knob, handle could 
be highlighted, to indicate that it is now reachable or grabbed, and, as it is moved, a haptic signal 
(such as a brief vibration or a click) could be transmitted through the wand to indicate that actuation 
took place. Similarly, other auditory or haptic cues should be considered to indicate that a particular 
action was successfully completed.  The vast majority of our Phase 3 participants commented 
positively on having such additional visual, auditory, or haptic feedback available, and a number of 
developers of latest-generation XR devices have put emphasis on creating haptic cues for wand-
based interactions (e.g., Meta Quest 3) 

Finding 21: To compensate for the lack of haptic feedback for VR-based manual interactions with 
objects in the virtual world, developers should strive to provide other forms of feedback. This 
includes replicating realistic feedback in other modalities (visual, auditory), and/or adding feedback 
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to the virtual world that is not present in the real world but makes it easier for users to determine 
that their actions were successful. Extant literature on effective feedback techniques should inform 
the design of instructional feedback in XR simulations. 

Realism and fidelity in XR solutions.  Although the discussions so far have focused specifically on 
immersion and interactivity of XR solutions, the reader will have noticed that the realism of the 
training environment had to be considered at times – because the purpose of XR training systems 
in aviation is to prepare individuals for real tasks, a minimum level of realism is inherently required.  
That said, there are situations where a lower level of realism in certain aspects of the task is 
acceptable.  Indeed, sometimes lack of realism is actually desirable in training:  Examples include 
training of certain transportable skills in analog environments (we mentioned CRM training using 
a table-top exercise before), visualization of certain processes or functions (such as systems training 
that uses simplified diagrams), part-task training (that simplifies the complexity of the complete 
task environment), above-real-time-training or artificially slowed down training, computer-guided 
practice that adds cues and clues to the task environment, etc.  In all of the aforementioned cases, 
realism of specific aspects of the task environment is intentionally reduced, often because an 
environment that is exactly like the task environment is too complicated, too difficult, too expensive 
to replicate, etc.   

Finding 22: The required level and elements of realism in XR training solutions should be driven 
by the instructional objectives. There are valid instructional reasons for intentionally reducing 
realism in training, to make training available, acceptable, effective, and/or efficient.   

Given that matching the realism of a training intervention, device, or content to the training 
objectives is not unique to XR, we will not review processes and criteria for that here.  However, 
instead, we would like to reiterate (a) that even the 100% real target environment is not training, 
per se (see also Finding 3 above), and (b) that we believe one of the exciting possibilities of XR is 
their potential to become training solutions that go “beyond reality”, thereby greatly increasing their 
utility in training.   

For example, consider how the FlightPET simulation of the external preflight inspection created 
for this research goes beyond reality, to improve training:  FlightPET includes visualizations such 
as highlighting, magnifying, virtual disassembles, dynamic comparisons, and functional animations 
for selected parts and systems of the aircraft that need to be visually inspected as part of the 
preflight.  Trainees can experience not only what a worn tire looks like, in situ, as compared to a 
new one, they can see, through a disassembled view, why a particular pin left in the nose gear 
assembly would restrict its movement, or how the airflow into the engine is restricted by cowling 
icing, via an animation – and all on demand and at a moment’s notice.  These are opportunities that 
even the use of an actual aircraft would rarely, if ever, afford, and such instructional elements were 
consistently rated highly and positively mentioned by our Phase 2 and Phase 3 participants. 

Similarly, our Phase 3 participants frequently spoke about how an initial preflight setup/flows 
trainer could include animations of aircraft system functions, such as showing, using highlighting 
and system diagram overlays, which systems are powered by different buses and actuated by 
different switches, or how a fuel imbalance results if the cross-feed valves are not in the correct 
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position, etc.  They were excited to imagine the combination of immersion, interactivity, and 
realism, anywhere-anytime, without the need of expensive system hardware, with such novel 
instructional contents. 

Finding 23: One of the exciting possibilities of XR solutions is to combine highly immersive and 
interactive environments with instructional interventions that go “beyond reality” and allow 
trainees to experience training environments which not only provide training in relevant settings, 
but also augment those relevant settings with additional instructional content, such as guided 
practice and scaffolding, visualization and animation, above- or below-real-time training, and 
automated feedback. 

Ultimately, our Phase 3 participants also acknowledged that aviation is a business and training is 
costly.  Many acknowledged that XR simulations might allow them to learn and practice critical 
tasks at lower cost outside of otherwise very expensive high-fidelity devices, such as FFSs.  More 
than one of them acknowledged in their comments that “I don’t need to be in a Level D simulator 
to practice cockpit flows”, as long as a “sufficiently good” alternative was available.  In fact, as a 
group, they actually rated the potential and suitability of the VR-based initial preflight setup/flows 
trainer higher than that of a FFS, for initial training.  Instead, they expressed the hope that FFS time 
could be used to explore safety-critical behaviors of the aircraft, such as high-altitude 
maneuverability, upset prevention, edge-of-the-envelope performance, or unusual system failures.   

Finding 24: A highly interactive and sufficiently immersive and realistic XR simulation that 
includes instructional elements may be preferable over training in a higher-fidelity device that does 
not include those instructional elements.  This also can free up high-fidelity devices, such as Full 
Flight Simulators, for other training and practice opportunities. 

 

5.4. Incorporating XR Solutions into Training 

In addition to obtaining critical information on how XR solutions should be specified, designed, 
and created for maximum effectiveness, we also gained critical insights from this project related to 
how XR solutions should be incorporated into air carrier training.  Considerations included where 
and when to introduce, what some barriers to adoption and use are, and how training managers and 
trainers can support the introduction. In the following, we review these considerations and provide 
related Findings. 

“VR-overhead.” A main observation from both the scientific and practitioner literatures, from 
reports in the popular press, and from our own experiences throughout this project and especially 
in the execution of Phases 2 and 3, has been that there is a considerable amount of what we term 
here “VR-overhead.”  That is, to employ XR (currently mostly VR), whether as a developer, 
deployer, or end user, still requires a lot of specialized know-how, and that know-how is not yet 
pervasive among the respective constituent and stakeholder groups.  Even ostensibly basic tasks, 
such as how to don and calibrate a headset, how to start a simulation, and how to interact with the 
simulation hard- and software, require unique knowledge, skill, and experience. 
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Finding 25:  Currently, using an XR solution still requires a lot of specialized know-how, and this 
know-how is not yet pervasive.  This leads to a substantial amount of “VR-overhead” needed for 
simply using an XR training solution. VR overhead is independent of other, traditional aspects of 
employing and using training. 

The reasons for high VR overhead are manifold.  First, at this point, the XR-industry continues to 
be in an early stage of technology maturity and has neither standardized, nor consolidated.  As a 
result, despite some common approaches to solving similar technical challenges, there is wide 
variation in the characteristics of the hard- and software in the XR industry.  Unlike for desktop, 
personal, and mobile computers, for video game systems, for mobile phones and tablets, or for 
wearables, all of which in many ways had comparable early trajectories, the XR landscape 
continues to be characterized by many entrances and exits, as well as very different, bespoke, and 
proprietary hard- and software solutions.  This has led to exciting new developments and much 
creativity, but it also makes it difficult to assess compatibility, long-term supportability, and 
usability of XR solutions.  It also hinders any attempt to compare one XR solution to another.  For 
example, not all XR software works with all HMDs, and certain HMDs may not be supported at 
all, or over time. Not all HMDs have similar or the same compatibility with computing systems.  
Input devices and button mapping are not standardized. Also, as a result, many XR solutions are 
unique combinations of computing, display, and interactions hardware and software, and comparing 
them or generalizing from one to another is difficult, if not impossible.  

Finding 26:  XR is still in an early stage of technology development, characterized by a lack of 
standardization and consolidation. As a result, each combination of hard- and software is somewhat 
bespoke. This hinders assessing and comparing solutions. It also makes it difficult to generalize 
results and provide minimum standards for XR solutions. 

Second, experience with XR is still very limited in the population at large, including among pilots.  
In addition, even if individuals have experienced an XR solution, the unique nature of every hard- 
and software combination may not have given them the relevant experience, knowledge, or skill to 
design, build, acquire, assess, employ, or use another one, even within VR solutions.  Having used 
device A to experience the visuals of an underwater reef may be vastly different to having played 
a sword-fighting game in device B; and neither may be particularly informative for deciding about, 
and using, device C with a bespoke training solution for initial preflight setup/flows. Additionally, 
because each hard- and software combination is different, the potential for negative transfer exists. 

Finding 27:  Prior XR experience is limited in the population, and the lack of standardization among 
XR solutions limits the applicability of any prior XR experience towards a new XR solution. 

Given the fact that specialized knowledge and experience is required, that standardization does not 
exist, and that the relevant experience is not yet widespread, the development, acquisition, 
deployment, and assessment of any XR solution need to account for considerable “VR-overhead”:  
Training on how to use basic elements of the XR system may have to be provided, and technical 
support needs to be accounted for.  At this point, XR solutions, unless they dedicate one unique 
hard- and software combination to one specific training (and only that training), are not yet “out-
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of-the-box ready” and definitely not yet “plug and play”.  Further, every new training solution may 
again require specialized training and support. 

Finding 28:  For the foreseeable future, every new XR training solution that is introduced will 
require dedicated and specialized training and user support to account for VR-overhead. 

Instructional support of XR solutions. In addition to providing instructional and technical support 
to overcome the VR-overhead inherent in using XR technology, an XR training solution also needs 
to include instructional support and guidance to be effective.  Especially if an instructor-less 
implementation is foreseen, adequate tutorials, help files, lesson plans and paths, reset options, and 
save options are needed.  In this, XR simulations are not inherently different from other computer-
based training or simulation systems, but because of the lack of familiarity with XR technology, 
and because XR devices are not (yet) as suitable for the simultaneous display of multiple 
information sources (such as via multiple tabs or windows) as traditional computing, that these 
elements are present and usable takes on additional importance.  The pilots in our Phase 3 study, 
for example, highlighted the need for high-quality tutorials and help features (e.g., wand button 
mapping), especially for the XR versions, and a consistent desire to be able to leave simulations, 
save their progress, and then return to that part of the training, rather than having to start anew. 

Finding 29: As is the case with other forms of computerized training and instruction, instructional 
support is critical for the successful use of an XR simulation in training.  Elements that should be 
considered include tutorials, guided practice, help features, and the ability to save progress and/or 
join specific segments within the training. 

Participants in our Phase 3 study, all of whom had extensive experience in receiving aviation 
training (and several of whom also had extensive experience as trainers), consistently emphasized 
the importance and benefit of interacting with a human trainer, especially when a training topic or 
tool is new.  Even though both systems they interacted with, regardless of modality, contained 
computerized guidance or a tutorial, they believed the guidance and feedback that a human trainer 
can provide would be of utmost importance for realizing the systems’ potential. They allowed for 
self-guided or self-paced practice later, but for initial training, they believed that the availability of 
human assistance was critical.  In fact, several invoked procedures trainers as a useful analog 
example; while these trainers can be great for skill acquisition and practice, they all felt these 
trainers were not particularly useful if employed as “sand box” environments only. 

Finding 30:  New users of XR technologies desire, and benefit from, being guided and aided by a 
human trainer when using XR training systems, especially at initial use.   

Where and when to introduce and use XR. Our Phase 3 participants shared a number of thoughts 
on the practical implementation of VR technologies in an air carrier environment.  As we indicated 
in prior sections above, they considered whether VR technologies could be an ancillary or 
replacement for training that did not need to be performed in expensive FFS or FTD simulations, 
expressed opinions about whether VR technologies should only be used in structured and scheduled 
training events, as opposed to being available for self-paced practice, and consistently emphasized 
that VR technologies should not be introduced without sufficient familiarization with the 
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technology and outstanding technical and instructional support.  They also expressed fairly 
consistent opinions related to who would benefit most from VR-based training, specifically, many 
of the experienced participants commented that VR would be most appropriate for new hires and 
for initial training. 

There was somewhat less consistency among participants’ views with respect to whether VR 
devices could or should be issued to individual pilots:  While many participants seemed excited by 
the idea of being able to bring a VR device home or to a hotel to practice, others feared that it would 
shift training into their non-work lives, or expressed concern about the level of support that they 
would receive when accessing VR technologies from locations other than the training center.  
Finally, some expressed concern about being responsible for maintaining the equipment, updating 
it, etc.  Instead, those participants indicated that they thought the best way to introduce VR would 
be to initially limit implementation of VR technologies to relatively controlled environments (e.g., 
training center classrooms, briefing/debriefing rooms, dedicated VR rooms at the training center, 
Chief Pilot’s Office, etc.). 

Finding 31: Training organizations interested in implementing VR technologies should carefully 
consider how and where to introduce the training.  A phased approach, with limited small-scale 
trials, potentially on a volunteer basis, that collects data on usability, availability, and acceptance 
of the technology, can provide important information to increase acceptance and success. 

 

5.5. Cyber-/VR-Sickness  

Description and incidence of Cyber-/VR-sickness.  One of the concerns related to the introduction 
of XR systems into a training program is cyber-/VR-sickness (referred to generically as 
cybersickness from here on).  Similar to simulator sickness, cybersickness is a multi-symptomatic 
experience of discomfort and physiological symptoms during and after the use of a computer-
/display-combination, and, specifically, an XR device.  The experience of cybersickness is 
characterized by symptoms, usually grouped into clusters such as disorientation, oculomotor, and 
nausea (Kennedy et al., 1993), whose onset can be gradual or sudden, whose severity can be minor 
or major, and which, depending on severity and circumstances, can persist briefly or potentially for 
hours after discontinuance.   

Some level of cybersickness is a frequent and common occurrence, and both the scientific and the 
popular literature suggest that, depending on the type or XR experience, its duration, and other 
factors, it is not unusual for somewhere between 1/3 and 2/3 of all participants to experience at least 
some discomfort related to cybersickness.  Additionally, about 10%-15% of participants may be 
highly susceptible to cybersickness, and they may experience substantial levels of cybersickness 
symptoms even in situations where the majority of participants only experience mild or indeed no 
cybersickness.   

Finding 32:  Most, perhaps all, people are to some degree susceptible to cybersickness, but about 
10% to 15% of the population are particularly susceptible.  Training organizations should be 
cognizant that highly susceptible individuals may be found in any group of XR-users. 
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Our observations from the Phase 2 and 3 empirical studies confirmed this:  Even with the relatively 
brief exposures in Phase 3, three of the participants (10% of all 30 participants and ~18% of the 17 
participants who experienced a VR simulation) reported SSQ scores after the initial preflight 
setup/flow trainer that were substantially higher than the median score in the combined sample 
(median = 5) and had, in absolute terms, been considered problematic (i.e., >20) by the developers 
of the SSQ (Kennedy et al., 1993).  Indeed, the highest Total SSQ score was 48, after a 
comparatively limited exposure and considering that the participants were all professional pilots, 
who typically show, as a group, lower susceptibility and greater adaptation to motion- and 
simulator-sickness.   

Similarly, in our Phase 2 study, which featured a larger, but less selective sample and longer 
exposures, multiple extreme Total SSQ scores over 100 were recorded after both training and 
evaluation, and the top 10% of scores were all above 60. Further, 39 out of 102 participants, or 
more than 38% of the sample, reported Total SSQ scores after the T2 evaluation that were greater 
than 20 (median SSQ after T2 = 18.7).  After the T1 initial training exposure, which lasted longer 
than the T2 evaluation and was followed by a break before participants conducted the T2 evaluation, 
the percentage of scores above 20 was even higher, i.e., 43% (median T1 SSQ = 14.96).   

Further, when comparing the VR and PC implementations of the external preflight inspection 
training software in the Phase 2 study, we observed not only statistically significantly higher SSQ 
scores in the VR group, the average SSQ score for the VR group was also approximately twice as 
high as the average in the PC group (M VR = 35.65; M PC = 17.3).  Further, in absolute terms, the 
average SSQ Total scores in the VR group were, regardless of whether at T1 or T2, well above 20 
(M VR T1(weighted) = 35.24; M VR T2(weighted) = 36.06), whereas the averages in the PC never exceeded 
scores of 20 (M PC T1(weighted) = 17.46; M PC T2(weighted) = 17.14). 

Although care must be taken in applying and interpreting absolute SSQ scores (see, in particular, 
Bimberg, Weissker, & Kulik, 2020; Brown, Spronck, & Powell, 2022), patterns of results like the 
ones we saw in our studies are quite common; a recent review paper (Kim, Kim, Chung, et al., 
2021) pointed to reports of 22% to 80% of participants experiencing cybersickness during or after 
VR exposure, and similar statistics abound both in the scientific/technical and popular literature. 

Finding 33: Training organizations should be aware that cybersickness is a frequent and common 
occurrence with XR systems, and they should have steps in place to minimize, assess, and respond 
to cybersickness.  

In the following, we discuss some of the common factors affecting the incidence and severity of 
cybersickness, and what steps organizations can take to address cybersickness. While not an 
exhaustive review, the focus in what follows is on identifying major contributors to cybersickness 
and providing practitioners with suggestions for actionable and achievable steps. 

Factors affecting cybersickness. Three major groupings of influence factors, alone and in 
combination, affect the incidence and severity of cybersickness.  Broadly, they relate to (a) the XR 
technology used to create (b) the XR experience, both of which interact with (c) the individual who 
experiences XR.  For example, the display and computing hardware (e.g., display resolution, field 
of view, refresh rate, lag time) interacts with characteristics of the XR experience (such as exposure 
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time, degree and type of self-motion in the environment, type of task, mapping of motions in the 
physical world to representations in the virtual world) and the individual’s trait and state 
susceptibility to cybersickness.  At low exposure times, even sub optimally designed experiences 
displayed on poor displays may be tolerable for most participants.  In fact, reports of cybersickness 
are rare for exposures under 5 minutes duration; reports of substantial cybersickness typically 
accompany only experiences that last 15 minutes or longer.  Finally, at long exposure times (over 
30 minutes), with the “right” combination of technology and experiences, it is possible to create 
XR that will make the vast majority of users sick. 

Finding 34:  The incidence and severity of cybersickness is determined by the combination of XR 
technology with the XR experience and with the individual who uses XR.  Examples of variables 
in each group of factors are shown in Table 10. 

See Tables 10 and 11 on the subsequent pages. 

Finding 35:  Although there are general principles that can reduce the likelihood, incidence, and 
magnitude of cybersickness (see Table 11), it is the impact of their unique combination that is 
difficult to model or predict; thus, user testing is critical.  This uncertainty also makes it difficult to 
provide minimum specifications that alone, or in combination, can ensure reduction in 
cybersickness. 
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Table 10  

Selected Factors Affecting Cybersickness 

1. XR Technology: 
1. Field of view:  All else being equal, displays with larger horizontal fields of view 

typically increase cybersickness 
2. Display resolution, lag, flicker, and refresh rate:  Low-resolution displays that have 

flicker and/or experience lags (in refresh rate or updates of dynamic scene changes, 
including motion-to-photon latency) increase the likelihood of cybersickness. 

3. Match of HMD to Inter Pupillary Distance (IPD):  Mismatches increase 
cybersickness 

4. Match with other sensory modalities:  Mismatches increase cybersickness; 
matching cues across modalities reduce cybersickness 
  

2. XR Experience: 
1. Passive vs. active interaction:  Passive XR experiences, especially with abrupt self-

motion, increase cybersickness 
2. Dynamic vs. static visual content:  Dynamic scene elements increase cybersickness 
3. Certain display elements:  Floating objects, occlusions, and other conflicting depth 

cues (e.g., red lettering on a blue background), blurry display elements, display 
elements with high spatial frequency (e.g., striped surfaces), among others, increase 
cybersickness.  Rest frames [e.g., nose bridge, googles], flatter textures, and 
fiduciary markers in the environment reduce cybersickness 

4. Ambulatory vs. standing vs. at rest/sitting:  Ambulatory or standing use increases 
cybersickness 

5. Exposure time (acute):  Longer exposures increase cybersickness 
6. Exposure time (cumulative):  Unclear – most argue that cumulative exposure time 

reduces cybersickness through adaptation, but others have found that cybersickness 
monotonically increases  

7. Rest between exposures:  Longer rest periods between exposures reduce 
cybersickness 
 

3. The person: 
1. Health, motion sickness history, postural stability, mental rotation ability, and field 

dependence:  Declines in health increase susceptibility to cybersickness 
2. XR experience and prior exposure (cumulative):  Most likely, on average, more 

experienced participants will show lower susceptibility; but it is not clear whether 
through self-selection or through adaptation 

3. Age:  On average, older participants are more susceptible to cybersickness, but this 
may be related more to health declines with age than age itself 

4.Biological sex:  On average, biological females are more susceptible to 
cybersickness, but this may be related more to factors such as IPD mismatch, lack 
of experience/exposure, and other third variables, than biological sex itself 
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Table 11  

General Principles for Reducing the Likelihood and Severity of Cybersickness 

 
1. XR technology: 

1. Restrict display field of view  
2. Match hardware capabilities to graphics processing 
3. Increase display resolution 
4. Reduce display lags 
5. Reduce drift 
6. Match and synchronize outputs across sensory modalities (visual, auditory, haptic) 
7. Provide adjustable HMDs to account for Inter-Pupillary Distance (IPD) 

 
  

2. XR experience: 
1. Avoid abrupt self-motion in the XR environment  
2. Consider sitting administration 
3. Introduce rest frames/reference markers/body markers 
4. Reduce occlusions from floating objects 
5. Reduce vection, e.g., through viewpoint snapping, when teleporting or when using external 

controls to change viewpoints 
6. Provide cues across multiple sensory modalities 

 
  

1. Individual: 
1. Check for motion sickness history and current health 
2. Respect the individual 
3. Offer familiarization and adaptation options 
4. Keep exposure times relatively short  
5. Offer breaks before subsequent exposures 
6. Use a well-ventilated room 
7. Interrupt/discontinue the experience if cybersickness occurs and offer rest, ideally in fresh 

air or at least with an environmental view (window) 
8. Consider/provide alternative ways for training/qualification 
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	 E&DL using mobile devices is best suited for short-duration training content (microlearning). Mobile devices may also be best used to provide training at the point and/or time of need (training-on-demand).  
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	 Well-designed extended reality (XR, encompassing Virtual Reality – VR, Mixed Reality – MR, and Augmented Reality – AR) can be as effective for improving procedures training outcomes as conventional training for the knowledge portions and may be even more suitable than conventional training for physical tasks. Use of extended reality configurations should be determined by other than effectiveness alone. 

	•
	•
	 There is substantial evidence to suggest that VR technologies can be effectively used to deliver procedures training in aviation. 

	•
	•
	 There is less evidence that AR training can be effective for training procedures, and safety concerns for use of AR for flightcrew training in the aircraft remain to be addressed.  

	•
	•
	 VR shows promise as a technology that may revolutionize training—yet developers have struggled to enable the systems to move from experimental or prototype settings and to integrate them into real-world training contexts. 


	Overall, the results of our literature review suggested that use of XR-solutions, and VR technologies in particular, may provide unique benefits to support the training of flightcrew-relevant procedures. The most important challenge to implementing XR for training procedures is selecting an appropriate configuration among available technologies and approaches. A useful three-dimensional framework to conceptualize, classify, and compare XR solutions considers immersion and interactivity, as originally propos
	dimension.  In this context, immersion refers to the degree to which the XR solution provides a sense of vivid presence in the target environment; interactivity to the way the experience is changed from passive to active; and realism describes how the XR experience approximates the existing reality of the target environment. 
	 
	Phase 2 & 3 Research Objectives and Methods 
	Having recognized the potential of XR simulations, our Phase 2 and Phase 3 research sought to investigate immersion and interactivity using various simulation environments and instructional elements. Our aim was to understand the degree to which interactivity might compensate for immersion, especially for tasks that have different levels of involved motor actions.  
	To obtain answers to these questions, in Phases 2 and 3 of this project, we compared different instructional elements in two empirical studies, with similar goals:  In both studies, we compared more immersive implementations of training simulations (VR using a head-mounted display) versus less immersive ones (personal computer with monitor, or tablet). We collected perceptions of usability, assessments of instrumentality and efficacy, measures of learning, and indications of cybersickness from participants 
	In Phase 2, a total of 102 participants (college students) were randomly assigned to one of four conditions in a 2 (Immersion; lower vs. higher) x 2 (Interactivity; lower vs. higher) between-subject factorial design.  The Phase 2 study focused on the impact of different instructional strategies such as more passive (i.e., static text and media) vs. more active (i.e., dynamic interactions, object enrichment, and cues and clues) interactions, and crossed them with immersion (i.e., immersive VR vs PC-monitor).
	In Phase 3, we collected data from 30 active Part 121 air carrier pilots at a major US airline training center.  The pilots were randomly assigned to one of four study conditions, in a 2 (immersion, high vs. low) [between] x 2 (procedure order; exterior preflight inspection first vs. initial preflight setup/flows first) [between] x 2 (simulations: exterior preflight inspection vs. initial preflight setup/flows) [within] mixed-model design. The air carrier pilots each interacted with two different training i
	compare the applications and implementations, and to obtain quantitative data on instrumentality, perceived effectiveness, usability, as well as simulator sickness.  
	 
	Phase 2 & 3 Research Results and Discussion 
	The results of our analyses of both quantitative data and qualitative comments from both studies showed that both the highly immersive VR- and the less immersive PC-/tablet-based equivalents of the training simulations were generally assessed very positively by both participant groups. Both training simulations were considered improvements over currently available training methods (e.g., a static flight deck mock-up [“paper tiger”] or using handbooks or training texts for the initial preflight setup/flows; 
	The preflight exterior inspection simulation, regardless of implementation, was associated with substantial knowledge gains in the Phase 2 study, when compared to the pre-study level of knowledge among participants. Further, there were no significant differences in either gains or absolute post-test knowledge measures between the VR and the PC implementations. However, we observed differences in usability. The VR solution was rated lower, on average, albeit this difference was not statistically significant.
	A similar pattern was found among the air carrier pilots, who were also very positive towards both implementations of the preflight exterior inspection software.  However, the air carrier pilots also indicated that they thought the VR implementation was more cumbersome, probably not needed, and they reported nearly four-times the levels of cybersickness (albeit at very low absolute levels) after experiencing the VR-implementation for only 10-15 minutes, when compared with the PC-implementation. The Phase 3 
	In contrast, for the initial preflight setup/flows training software, which targeted a task with a very active and spatially sensitive motor component, participants in the Phase 3 air carrier study consistently expressed their belief that the immersive VR-implementation was “value added”, not only over the tablet-based version, but even when compared to a full-flight simulator (FFS) or any other form of training device, from FTDs to the cardboard flight desk poster static mock-up (i.e., “paper-tiger”). Desp
	for this highly spatial and active task.  Pilots referred to it as “game changing,” with one summarizing the sentiment as “Every pilot wants to have this in [their] hotel room, yesterday.” Still, the tablet version was also very highly rated, based on its interactivity and the opportunity to practice the initial preflight setup/flows anywhere and anytime. In fact, pilots rated the CBT (tablet) version of the training, after experiencing it, as being as useful for practice as the Full Flight Simulator, espec
	 
	Project Conclusions and Practitioner Findings 
	The results of this research provided additional evidence that virtual simulations might be suitably used to augment or potentially replace existing approaches for training the targeted tasks in an air carrier setting.  Specifically, immersive virtual simulations implemented in XR, especially for highly spatial tasks, might be used to provide lower-fidelity simulation of “busy work” tasks, in lieu of more expensive FTDs, FSTDs, or even FFSs. Most participants mentioned that VR would be most appropriate for 
	Based on our empirical observations across all three phases, we developed a set of 35 actionable findings related to the design, introduction, and use of immersive technologies in the context of flightcrew training. These findings, and the observations they were based on, are further elaborated on in the Discussion, in sections 5.2. through 5.5.   
	In the following, we present some key findings from among the 35.  They are grouped below within topic areas; the “Finding [#]” at the end of each finding refers to the list of findings in the Discussion section (5.2 through 5.5). 
	 
	Potential Benefits of XR/VR for Aviation Training 
	 
	XR-environments have the potential to provide equal or better training for applied aviation tasks than current training conducted in other environments, at potentially lower cost, higher scalability, and greater access and customization to trainees. [Finding 1] 
	Highly immersive XR solutions allow relevant training environments to be experienced anywhere-anytime, while alleviating the dependence on large, fix-based infrastructure. [Finding 8] 
	Highly immersive XR applications present new opportunities for joint training of physically distributed trainees and trainers, who access the training environment and interacting with it synchronously, but from very different physical locations. [Finding 9] 
	Highly interactive XR simulations that include novel instructional elements, such as dynamic visualizations, multi-media, etc. may be preferable over training in higher-fidelity devices which do not include those instructional elements.  This also can free up high-fidelity devices, such as Full Flight Simulators, for other training and practice opportunities. [Finding 24] 
	 
	Limitations & Trade-Offs of XR/VR in Aviation Training 
	An XR-solution that is poorly designed, employed, or assessed, may not reach its potential; indeed, it may be worse than the traditional training it is intended to supplement or replace. [Finding 2] 
	XR and XR-environments are not training, per se; they are a medium for conveying information to pilots. To reach their potential for training, XR-solutions need to be carefully integrated into a systematically developed, used, and assessed training eco-system. [Finding 3] 
	Highly immersive XR solutions may make interactions in the real world between trainers and/or trainees more difficult while trainees are immersed in VR. [Finding 11] 
	The lack of accurate avatars with realistic representations of appearance, nonverbals, and facial/gaze cues currently limit the utility of VR for tasks involving crew coordination and communication. [Finding 12] 
	The need to recalibrate XR equipment periodically can reduce presence, increase frustration, and induce or exacerbate cybersickness. [Finding 13] 
	Using XR solutions today still requires a lot of specialized know-how that many trainers and trainees do not have yet.  This leads to “VR-overhead” needed for simply using an XR training solution and can reduce the technology’s effectiveness.  [Finding 25] 
	XR is still in an early stage of technology development, characterized by a lack of standardization and consolidation. As a result, each combination of hard- and software is somewhat bespoke. This hinders assessing and comparing solutions.  It also makes it difficult to generalize results and provide minimum standards for XR solutions. [Finding 26] 
	 
	Mechanisms & Design Considerations for XR/VR 
	A useful way to conceptualize, classify, and compare XR solutions is to assess and quantify them along three dimensions: immersion, interactivity, and realism.  [Finding 4] 
	There are two aspects of interactivity relevant for XR systems: the degree to which interactions with the training environment are possible and consequences are displayed (the “what”), and the way in which these interactions are implemented (the “how”).  The “what” is at least as important as the “how”.  [Finding 14] 
	High interactivity is not only highly desired by users, but it also improves learning, especially under conditions of low immersion.  [Finding 15] 
	When trade-offs must be made between immersion or interactivity, increasing interactivity may be able to “make up” for loss in immersion.  [Finding 16] 
	How interactions with virtual objects are implemented in VR is currently not standardized.  Small differences in implementation may be associated with large differences in usability.  [Finding 20] 
	 
	Implementing XR/VR Training 
	Instructional support is critical for the successful use of an XR simulation in training.  New users of XR technologies desire, and benefit from, being guided and aided by a human trainer when using XR training systems, especially at initial use.  [Findings 29 and 30]  
	Training organizations interested in implementing XR training should carefully consider how and where to introduce the training.  A phased approach, with limited small-scale trials, potentially on a volunteer basis, that collects data on usability, availability, and acceptance of the technology, can provide important information to increase acceptance and success.  [Finding 31] 
	 
	Cybersickness in XR/VR 
	Most people are to some degree susceptible to cybersickness, and, as both the extant literature and our studies demonstrate, about 10% to 15% of the population are particularly susceptible. Training organizations should be cognizant that highly susceptible individuals may be found in any group of XR-users.  [Finding 32] 
	Training organizations should have steps in place to minimize, assess, and respond to cybersickness.  [Finding 33] 
	There are general principles that can reduce the likelihood, incidence, and magnitude of cybersickness in VR (see table in Section 5.5).  However, it is the impact of their unique combination that is difficult to model or predict; thus, user testing is critical.  [Finding 34] 
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	Modern Training Practices:  Studying the Use of Virtual Reality for Training Procedures in Flightcrew Training 
	 
	1.0. Background 
	Over the past two decades, asynchronous online training interventions delivered using computers and even mobile devices (e.g., tablets) have become commonplace as a supplement or, in some cases, as a replacement for flightcrews’ traditional classroom and simulator training (e.g., Saraçyakupoğlu, 2020). Various other modern learning technologies have also been highlighted for their potential applicability within air carrier training configurations (Sonnenfeld et al., 2021a), including intelligent systems, co
	There are a number of advantages, but also some limitations, related to the use of VR configurations for training in aviation, commonplace in discussions at industry training conferences.  Among these are: 
	•
	•
	•
	 VR configurations show promise as a technology that may revolutionize training—yet developers have struggled to enable the systems to move from experimental or prototype settings and to integrate them into real-world training contexts. 

	•
	•
	 VR configurations may fit an unmet niche to bridge training ranging from online learning and paper instrument panels to simulator training and live practice—yet it is not yet shown that they show the fidelity, reliability, and effectiveness necessary to warrant any redistribution of training investment. 

	•
	•
	 VR configurations seem the ideal tool to engage the next generation of pilots—yet popular conceptions of generational differences have given decision-makers pause to consider whether VR technologies may alienate older pilots and thus may not be appropriate for trainees across all demographics. 

	•
	•
	 Finally, while marketing would suggest VR configurations are ideal to support training transfer, these qualities remain poorly understood, and there is a valid concern of whether such qualities outweigh their current limitations (e.g., cybersickness, technical issues, cost). 


	In Phase 1 of this research, we found that there has been some, including empirical, support in the literature for the use of VR as a delivery medium for flightcrew training, particularly for the training of flight crew procedures (e.g., Sonnenfeld, Nguyen, Boesser, & Jentsch, 2021). The literature suggests that training for procedures using VR can be at least equivalent in effectiveness to training delivered via other mediums, although the “value added” of VR is not yet clear for training procedures, when 
	compared with other forms of training using computerized simulations (Sonnenfeld et al., 2021a; 2021b). Numerous studies in the literature have shown that trainees’ individual differences (e.g., experience, prior knowledge, gender, etc.), systems’ instructional characteristics (e.g., interactivity, instructor involvement, instructional strategies and techniques), task characteristics (e.g., the domain and complexity of targeted competencies), and specific system characteristics (e.g., immersion, fidelity), 
	One deficiency in the empirical literature and in extant industry case studies has been an insufficient analysis of the interaction of these factors (e.g., instructional characteristics) and the system characteristics underlying the training medium (e.g., VR) on training effectiveness, in the context of specific topics and competencies relevant to flightcrews. Furthermore, there has been a deficiency of research on the types of instructional elements which may be effective for specific competencies and acro
	The results of this research could serve to inform Federal Aviation Administration (FAA) personnel who update regulatory and guidance material which relate to air carrier pilot training, procedures, and operations. Data may also inform Flight Standards Service (FS) personnel who evaluate, approve, and oversee flight deck operations, procedures, and operator training programs. This information and data may be used by these personnel to inform the safe integration of technology and procedures in flight operat
	1.1. Purpose 
	We conducted a series of research activities to investigate the suitability of modern training practices, particularly VR, for topics and tasks relevant to air carrier training. Our aim was to review and gather information related to modern training practices and methodologies, to identify how air carriers implement and evaluate the effectiveness of these training approaches, and how they are evaluating the effectiveness of their training programs. We sought to identify and test emerging technologies (e.g.,
	a.
	a.
	a.
	 Gather information from stakeholders in the air carrier training industry regarding their application of modern training practices and assessment methods (Phase 1); 

	b.
	b.
	 Review the extant literature to identify modern training trends with relevance for flightcrew training (Phase 1); 

	c.
	c.
	 Conduct baseline experimental studies to determine if there may be significant differences in training potential for task-based training using VR versus a PC-based simulation (Phase 2); 

	d.
	d.
	 Conduct experimental studies using air carrier pilots at a collaborating carrier to examine the potential of VR for task-based training and comparing VR versus non-VR configurations in task-based training practices (Phase 3) 

	e.
	e.
	 Provide information on successful ways to implement modern training practices (Final Technical Report); and 


	f.
	f.
	f.
	 Provide recommendations to help decide which topics, skills, and knowledge in aviation training are appropriate for modern training practices or other learning methods (Final Technical Report). 


	The current report summarizes the results of our activities—in particular, we detail the findings of our investigation of how task characteristics (e.g., specific flightcrew procedures), system characteristics (e.g., immersion), instructional characteristics (e.g., interactivity), and individual characteristics (e.g., prior experience, age category, gender) impact indicators of training effectiveness (e.g., reactions and perceptions of learning). 
	Based on the analysis of data collected in two studies (Phase 2 in-house study and Phase 3 air carrier study), we add to the understanding of how immersion, interactivity and their combined influences affect the potential impact of VR technologies in modern flightcrew training. In particular, we obtained empirical data, ranging from trainees’ reactions to perceptions of instrumentality and usability, to incidence of cybersickness, to selected performance data, for two exemplar flightcrew procedures (i.e., a
	 
	In our empirical studies, we were guided by the following overarching research question: 
	•
	•
	•
	 How does the immersiveness of the system, the interactivity of instruction, and the interaction between these constructs influence the potential use and effectiveness of training for flightcrew procedures? 


	In this document, we start by summarizing our findings from our Phase 1 review and discussions, providing relevant background information on the concepts of immersion and interactivity. We follow this by providing a summary of our methodologies for the empirical studies conducted under Phase 2 (conducted in-house using a college student sample) and Phase 3 (conducted at an air carrier using a sample of the carrier’s pilots). After each methodology, the results and discussion are presented. Finally, a genera
	  
	2.0. Overview of Research Activities Conducted Under Phase 1 
	The goals of this research phase were (a) to gather and review technical information related to air carriers modern training practices and methodologies, (b) to examine the suitability of emerging technologies and distance learning approaches for specific areas of flightcrew training, and (c) to identify how these air carriers implement and evaluate the effectiveness of these practices. The specific objectives of Phase 1 were to conduct a literature review to identify modern training trends involving emergi
	 
	2.1. Phase 1: Literature Review and Participation in the ACT-ARC Effectiveness of Knowledge Training Working Group (EKT WG)  
	We participated in and supported activities of the Effectiveness of Knowledge Training (EKT) Working Group (WG) within the FAA/Industry Air Carrier Training Advisory and Rulemaking Committee (ACT-ARC) as part of Phase 1 of the project. We provided subject matter expertise, background information, and material input to WG discussions, documents, and recommendations. We participated in forty-one (41) conference calls and three (3) multi-day face-to-face meetings with the EKT WG. We provided the EKT WG with a 
	 
	  
	2.2. Phase 1: Industry Discussions 
	With assistance from the FAA and from EKT WG members, we contacted, and then conducted informal discussions with, representatives from air carriers in positions associated with flightcrew training.  The purpose of these informal discussions was to identify how electronic and distance learning (E&DL) technologies and approaches were being used, and to obtain insights into current and near-future training trends. We also met with a small number of current air carrier line pilots (approx. 8) to gain insights o
	Throughout the remainder of our period of performance (March 2021 to September 2023), we supplemented these industry discussions with attendance and/or participation in (5) five industry workshops and conferences including the FAA/Industry Human Factors Roundtable (2023), WATS (2022/2023), the Central Florida Immersive Technology Summit, and the National Science Foundation (NSF) Advanced Air Mobility (AAM) Conference, also attending webinars on modern training approaches and technologies (e.g., virtual real
	  
	2.3. Phase 1: Literature Review and Deliverables 
	We reviewed over 1,200 academic, technical, and selected industry documents across relevant domains (e.g., aviation, defense, healthcare, other transportation) to identify scientific and technical information and data pertaining to the effectiveness, advantages, and limitations of using modern E&DL technologies and approaches for training procedures and pertaining to the design, development, and evaluation of training configurations. These activities allowed us to identify the scientific and technical infor
	Throughout the remainder of our period of performance, we supplemented our review of the literature with targeted reviews of topics of relevance to our Phase 2 and Phase 3 objectives. For example, we conducted targeted reviews of the literature on specific flightcrew procedures of interest to the flightcrew training community as identified during our industry discussions (e.g., initial preflight setup/flows, exterior preflight inspection, unreliable airspeed indication, and go-around procedures) to inform o
	 
	2.4.  Phase 1: Published Work & Outreach 
	We developed and submitted to the FAA (March 2021) draft abstracts for submission to the International Symposium on Aviation Psychology (ISAP) and the World Aviation Training Summit (WATS). While the WATS submission was not accepted for presentation due to an overwhelming number of submissions, the accepted ISAP submission led to the development and submission to the FAA (April 2021) of an ISAP conference proceedings paper and prerecorded video presentation on findings and suggestions for the air carrier in
	Throughout the remainder of our period of performance (March 2021 to September 2023), we continued to develop work products and conduct outreach activities. We developed and submitted to the FAA a series of draft and final versions of five (5) manuscripts for submission to the 2023 Annual Meeting of the Human Factors and Ergonomics Society (HFES) and the 2023 Interservice/Industry Training, Simulation, and Education Conference (I/ITSEC), resulting in the acceptance of three (3) proceedings papers and two (2
	 
	2.4.1. Overview of Phase 1 Report Findings 
	Based on our Phase 1 research activities, we determined that flightcrew training providers had begun to offer a number of training solutions delivered using mobile, mixed reality, and VR configurations (see Sonnenfeld et al., 2021b). These solutions were delivered using a range of instructor-led (i.e., facilitated) and non-instructor-led (i.e., non-facilitated) approaches, and there appeared to be a growing acceptance of these emergent technologies among air carriers and among their pilots. We also found th
	Training delivered using immersive technologies appeared to share many of the advantages and limitations of existing simulation training methods delivered through other set-ups (e.g., via CBT, as part of ATDs, etc.). We found VR configurations to be particularly promising for supporting training for the acquisition and practice of procedural knowledge and skill, and we found intelligent tutoring configurations to appear particularly supportive of training of declarative knowledge.  That said, there was not 
	As a result of our findings from our review of the literature and supporting discussions, our subsequent research activities in Phase 2 and Phase 3 were focused to provide empirical data to help clarify extant gaps in the literature and in the understanding of the flightcrew training community, particularly with respect to the interactions between immersion and interactivity which may underpin the outcomes of the use of VR technologies over traditional training approaches. 
	 
	2.5. Discussion: Key Concepts from Phase 1 and Recent Research Findings 
	Before proceeding to describe the resultant hypotheses and methodologies for our studies conducted under Phase 2 and Phase 3, we recapitulate a few key concepts from our Phase 1 work, supported with background information and recent findings as appropriate. These key concepts include virtual reality (VR) in the context of flightcrew training, the concept of immersion, and the concept of interactivity. An understanding of these concepts is pertinent for contextualizing the hypotheses, methodologies, and resu
	 
	2.5.1. Virtual Reality for Flightcrew Training 
	Virtual Reality (VR) is a term that has variously been used to describe slightly different things:  In its essence, virtual reality and virtual simulation can be described as the computer-generated representation of a three-dimensional image or environment that allows individuals to engage with it in a manner that appears genuine or physical.  Please note that the broad definition does not specify the display form factor: Both a desktop implementation and one using a head-mounted or another wrap-around disp
	However, more common is the use of VR as a synonym for I-VR.  In immersive VR, which is what we will from here on forward describe with the term VR, the interaction between the trainee and the virtual environment is facilitated through the utilization of specialized electronic equipment, such as a headset equipped with an internal screen or gloves embedded with sensors (Sherman & Craig, 2003; Cummings & Bailenson, 2016; Lawrynczyk, 2018).   
	VR, especially in its immersive form, is part of an extended reality (XR) spectrum, which differs in the degree to which display elements are real vs. virtual:  In pure VR, everything (100%) the user perceives (read: predominantly sees) is virtual and hence computer-generated.  In Mixed Reality (MR), some elements are real and seen or otherwise perceived directly (even if mediated by cameras), and what is displayed to the user is blended, with more content being computer generated than real.  In Augmented R
	The aviation industry has begun to embrace the potential of innovative XR training techniques and tools for flight crew training, such as immersive VR (Risukhin, 2016). Aviation instruction plays a vital part in the aviation industry as it guarantees that pilots and other aviation professionals acquire the necessary information, skills, and competencies to perform their roles safely and effectively (Jentsch & Curtis, 2017). VR shows considerable promise in its application to flight crew training, but the te
	for VR-/cybersickness. A comprehensive exploration of VR’s efficacy in both short-term and long-term pilot training is still lacking (Oberhauser et al., 2018; Risukhin, 2016). Thus, in addition to assessing the overall effectiveness of employing VR technology, the optimal methods for its utilization continue to necessitate additional investigation (Walters & Walton, 2021). 
	Like other simulation approaches and training devices, those using VR technology could enable pilots to repetitively engage in training objectives or scenarios, including some that are deemed unsafe to be conducted in person (Orlansky et al., 1994). VR simulators can reduce costs by minimizing the necessity of utilizing actual aircraft for training purposes, while also enabling the repetition of training tasks in a rapid and effective manner. The efficacy of flight simulators is contingent upon the pilot tr
	 
	A useful three-dimensional framework to conceptualize, classify, and compare XR solutions considers immersion and interactivity, as originally proposed for VR by, among others, Slater and Wilbur (1997), and adds realism as a third dimension (Figure 1).  In this context, immersion refers to the degree to which the XR solution provides a sense of vivid presence in the target environment; interactivity to the way the experience is changed from passive to active; and realism describes how the XR experience appr
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	Figure
	Figure 1. Three-dimensional framework to conceptualize, classify, and compare VR solutions 
	Note that the three dimensions are near orthogonal to one another: A fantasy/sci-fi VR game, for example, may be highly immersive (creating a vivid sense of presence) and highly interactive (providing lots of opportunities to interact with and affect the environment), but it may be completely lacking in realism (e.g., ignore the physics of gravity, force, etc.). Conversely, a telepresence VR experience, such as one to visit a tourist attraction like Times Square in New York City, may provide full 360-degree
	 
	2.5.2. Immersion 
	Immersion, in the context of virtual reality (VR), refers to the degree to which a user feels fully absorbed and engaged in a computer-generated environment, to the point where they perceive themselves as being physically present within that environment. It involves the sensory and perceptual factors that make the virtual experience seem real and convincing (Slater & Wilbur, 1997; Lombard & Ditton, 1997; Slater, 2003). Its meaning is characterized as "allowing users to complete their entry into the environm
	The Cognitive Affective Model of Immersive Learning (CAMIL) proposes that two technological aspects of virtual reality (VR), interactivity and immersion, influence a number of cognitive and 
	affective variables that may facilitate or impede learning in virtual learning environments (VLE). Immersion is not a unique characteristic in and of itself; rather, it is the outcome of representational integrity and interactivity (Dalgarno and Lee, 2010; Johnson-Glenberg, 2018; Makransky & Petersen, 2021; Peterson, et al., 2022). The primary differentiating element between a virtual reality (VR) learning session accessed by a head-mounted display (HMD) as opposed to a VR session accessed through a desktop
	 
	2.5.3. Interactivity 
	Interactivity pertains to the degree of autonomy granted to the user in influencing the learning experience typically facilitated by handheld controllers and a virtual embodiment (Makransky & Petersen, 2021). Makransky et al. (2020a) suggest that VR is different from more standard multimedia lessons like videos or PowerPoint because of the level of interaction that is possible. Interactivity is a pivotal element in virtual reality (VR), enabling users to actively engage with digital environments and fosteri
	 
	2.5.4. Realism 
	Realism describes the degree to which the simulation environment replicate reality; it is often described also as “fidelity”. The realism of the physical representation of an environment (e.g., what it looks like) is subsumed under physical fidelity, and maps closely onto immersion.  That is, immersive displays that accurately replicate the metric space and visual appearance of an environment have high physical fidelity (at least as far as the visual representation is concerned).  In contrast, realism of th
	A third dimension of fidelity is what has been referred to as “psychological fidelity”.  It refers to the degree to which a system or environment stimulates the targeted psychological constructs of the environment, which could be sensory, perceptual, cognitive, or affective.  Some training researchers (beginning with Osgood) argue that transfer of training is facilitated by high psychological fidelity, and that it is more important than either physical or functional fidelity.  However, because psychological
	 
	 
	2.6. Overview of Research Questions  
	Having recognized the potential of VR simulations, our Phase 2 and Phase 3 research sought to investigate immersion and interactivity using various simulation environments and instructional elements. Our aim was to determine the degree to which interactivity might compensate for immersion, especially for tasks that have different levels of involved motor actions. To obtain answers to these questions, we compared different instructional elements in two implementations (i.e., a more immersive (VR using HMD) v
	 
	For each Phase, we formulated a set of research questions, shown in the next two subsections. 
	 
	2.6.1. Phase 2 Study Research Questions 
	For Phase 2, the main research questions were the interaction, usability, the occurrence of cyber sickness, and learning experiences for task novices with a comparative sample (over 100 participants; college students) and an achievable task (exterior preflight inspection).  Participants went through a training for an external preflight inspection of a transport-category aircraft; and we compared immersive (VR with HMD) and less immersive (PC with monitor), as well as highly interactive (active exploration: 
	•
	•
	•
	 RQ1: How does the immersiveness of the system, the interactivity of instruction, and the interaction between these constructs influence variance in the effectiveness of training for flightcrews’ procedures?  

	•
	•
	 RQ2: How does the level of interaction differ between highly immersive simulations (VR) and less immersive simulations (PC) for novices performing an exterior preflight inspection task?   

	•
	•
	 RQ3: What is the impact of highly immersive simulations (VR) versus less immersive simulations (PC) on learning experience for novices?  

	•
	•
	 RQ4: What is the perceived usability of highly immersive simulations VR) versus less immersive simulations (PC) for novices?  


	  
	2.6.2. Phase 3 Study Research Questions 
	For Phase 3, which had access to a smaller, but highly qualified sample of active air carrier pilots at a major US airline, the focus was on questions related to perceived usability, instrumentality, acceptability, and cybersickness. The air carrier pilots each interacted with two different training 
	implementations, a trainer for external preflight inspections and one for initial preflight setup flows and compared immersive (VR with HMD) and less immersive (PC with monitor/tablet) implementations of the simulations. 
	•
	•
	•
	 RQ1: How are Part 121 air carrier pilots’ affective responses (reactions, perceptions, and opinions) toward training approaches influenced by certain system qualities (e.g., level of immersion) across different procedures (e.g., preflight inspection, initial preflight setup)?  

	•
	•
	 RQ2: What are the practical considerations and challenges associated with implementing highly immersive and less immersive simulations in the training pipeline?   

	•
	•
	 RQ3: To what extent do highly immersive simulations (VR) and less immersive simulations (PC/tablet) differ in terms of usability when employed as a training tool for two selected tasks, exterior preflight inspection and initial preflight setup/flows in a generic multiengine aircraft flight deck?  

	•
	•
	 RQ4: What are the optimal ways to integrate virtual reality training into existing flight crew training programs to maximize its effectiveness and complement traditional training methods like the paper tigers and flight simulators? 


	  
	3.0. Phase 2 Empirical Study (In-house Laboratory Study with College Students) 
	Modern approaches to flightcrew training may vary in effectiveness due to (a) various design differences, and (b) for different types of tasks. Through our current line of research, we investigated the effectiveness of various modern training configurations using different instructional strategies, across a series of scenarios involving procedures associated with flight operations. This study focused on capturing individuals’ learning gains following a mock Preflight Exterior Inspection task experienced thr
	The primary purpose of this study was to develop an understanding of how students acquire the knowledge and skills to perform procedures during flight operations (here, preflight exterior aircraft inspection). One of our key interests was to determine the differences in effectiveness between training for these procedures using personal computer (PC)-based and virtual reality (VR)-based simulation devices. We were also interested in determining how different combinations of instructional strategies impact th
	This study used undergraduate university students to investigate how students acquire the knowledge and skills to perform procedures during flight operations. Participants were assigned to one of four conditions: PC-based simulation, with active or passive instructional strategies; and VR-based simulation, with active or passive instructional strategies. A more detailed description of the method is presented in this section. 
	 
	3.1. Hypotheses 
	•
	•
	•
	 Hypothesis 1. There will be an interaction effect such that the low immersion x low interactivity condition and high immersion x high interactivity conditions result in equivalently high learning gains, but with trade-offs in various affective (e.g., presence, usability, satisfaction), cognitive (e.g., workload, self-regulation), and process (e.g., training time, simulation sickness) indicators. 

	•
	•
	 Hypothesis 2. With respect to the preflight exterior aircraft scenario, the active instructional strategy combination will demonstrate evidence of higher training effectiveness. 

	•
	•
	 Hypothesis 3. There will be no significant differences in training effectiveness overall between the PC and VR configurations. 


	 
	 
	 
	3.2. Method 
	3.2.1. Participants 
	The study sample for Phase 2 was made up of N = 102 undergraduate students recruited from the University of Central Florida (UCF) who participated in this study for course credit. As the goal of this study was to understand how immersion and interactivity may impact novices’ learning experience and resultant acquisition of flightcrew-relevant knowledge and skills, college students represented a suitable population. None of these undergraduate students reported prior experience as pilots. Of the 102 particip
	 
	Participants were randomly assigned to the four study conditions.  No significant differences were found between conditions for the demographic characteristics collected for the study (e.g., dominant handedness, corrective vision, biological sex). Students were recruited using a UCF platform and received course credit for their participation in this study. 
	 
	3.2.2. Design 
	In order to examine the relationship between (1) immersion and (2) interactivity on training effectiveness, with a focus on declarative knowledge and procedural skill outcomes in a flightcrew training context (e.g., exterior preflight inspection of a generic multiengine aircraft), this study used a 2 (Immersion; Lower vs. Higher) X 2 (Interactivity; Lower vs. Higher) between-subject factorial design (see Table 1).  
	Table 1  
	Phase 2 Study Design 
	 
	 
	 
	 
	 

	Interactivity 
	Interactivity 



	Low 
	Low 
	Low 
	Low 

	High 
	High 


	Immersion 
	Immersion 
	Immersion 

	Low 
	Low 

	PC Simulation with 2D Display and Peripherals; Passive Instructional Strategy Set 
	PC Simulation with 2D Display and Peripherals; Passive Instructional Strategy Set 

	PC Simulation with 2D Display and Peripherals; Active Instructional Strategy Set 
	PC Simulation with 2D Display and Peripherals; Active Instructional Strategy Set 


	High 
	High 
	High 

	VR Simulation with 3D Display and Peripherals; Passive Instructional Strategy Set 
	VR Simulation with 3D Display and Peripherals; Passive Instructional Strategy Set 

	VR Simulation with 3D Display and Peripherals; Active Instructional Strategy Set 
	VR Simulation with 3D Display and Peripherals; Active Instructional Strategy Set 




	 
	  
	3.2.3. Apparatus 
	The study was administered on an Alienware desktop computer and HTC Vive Focus 3 virtual reality (VR) headset for the portion of the experiment (see Figure 2). The Flightcrew Procedures Experimental Training (FlightPET) simulation (preflight inspection) developed by UCF as part of this project (Sonnenfeld et al., 2023) was utilized in both PC-based and VR-based conditions (see Figure 3 and Figure 4). FlightPET was developed to support research on modern training practices in the air carrier industry and was
	 
	 
	Figure
	Figure 2. VR Configuration & Controls (HTC Vive Focus 3) 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	Figure
	Figure 3. UCF FlightPET experimentation setup menu 
	 
	 
	Figure
	Figure 4. FlightPET preflight exterior inspection training environment 
	 
	3.2.4. Materials & Measures 
	3.2.4.1 Informed Consent Form. Participants were greeted at the research facility and presented with an informed consent form. This form explained to the participants the purpose of the study and any potential risks associated with participating in the study. In addition, participants were told that their involvement in the study was strictly voluntary and that they could decline or withdraw from participation at any point of the study.  
	3.2.4.2 Study Conditions. Participants were randomly assigned to one of four study conditions, a) PC-based Simulation with Passive Instructional Strategies, (b) PC-based Simulation with Active Instructional Strategies, (c) VR-based Simulation with Passive Instructional Strategies, or (d) VR-based Simulation with Active Instructional Strategies).  
	3.2.4.2.1 Condition A1: PC-based Simulation with Passive Instructional Strategies. Participants assigned to the “PC - Passive” condition were trained only with passive instructional strategies (e.g., static text and media) on the FlightPET desktop training simulation testbed. 
	3.2.4.2.2 Condition A2: PC-based Simulation with Active Instructional Strategies. Participants assigned to the “PC - Active” condition were exposed to a training environment with active instructional strategies (e.g., dynamic interactions, object enrichment, cues, and clues) on the FlightPET desktop training simulation testbed. 
	3.2.4.2.3 Condition B1: VR-based Simulation with Passive Instructional Strategies. Participants assigned to the “VR - Passive” condition were trained only with passive instructional strategies (e.g., static text and media) on the FlightPET virtual reality training simulation testbed. 
	3.2.4.2.4 Condition B2: VR-based Simulation with Active Instructional Strategies. Participants assigned to the “VR - Active” condition were exposed to a training environment with active instructional strategies (e.g., dynamic interactions, object enrichment, cues, and clues) on the FlightPET virtual reality training simulation testbed. 
	3.2.4.3 Pre-Testing Measures. Before engaging in their assigned experimental condition, participants were asked to complete several study measures on Qualtrics. These measures consisted of questions regarding participants age range, aviation experience, and individual difference factors including personality tendencies, experience using technologies including computer-based flight simulations and virtual reality head-mounted displays, and prior domain knowledge. Additionally, participants completed a color 
	3.2.4.4 Post-Testing Measures. After engaging in their assigned experimental condition, participants were asked to complete a series of assessments on Qualtrics (e.g., performance of preflight inspection task in FlightPET simulation, knowledge assessment, transfer assessment, collection of post-training survey responses, and obtaining feedback from participants). Moreover, affective (e.g., presence, usability, satisfaction), behavioral (e.g., task performance), cognitive (e.g., 
	learning gains, cognitive workload, self-regulation), and process (e.g., time, simulation sickness) constructs were used as indicators of training effectiveness.  
	 
	3.2.5. Procedure 
	After arrival, participants were randomly assigned to one of the four conditions described above. First, participants were briefed on the purpose and procedures of this study. Second, participants were asked to respond to some general surveys which asks about information such as participants age range, aviation experience, and individual difference factors including personality tendencies, experience using technologies including computer-based flight simulations and virtual reality head-mounted displays, pr
	 
	3.3. Results 
	3.3.1. Data Checks for Pre-Study Measures and Random Assignments 
	We began our analyses by comparing the four participant groups, to ensure equivalency across important background variables and biodata. Initial data checks showed that the four groups were comparable across the vast majority of background variables. Using one-way ANOVAs to compare the four groups, there were no substantial nor any significant (p < .05, two-tailed) differences in subgroup averages for age group, TIPI scores on extraversion, agreeableness, conscientiousness, emotional stability, and openness
	  
	With respect to the self-reported visually-induced motion sickness susceptibility (VIMSS), there was no significant difference among the four subgroups when compared directly, F (3,98) = 1.518, p = .2189. However, when we compared the means across the four groups, we noted that participants in the two low-interactivity conditions seemed to each have higher VIMSS mean scores than the respective high-interactivity groups (see Figure 5 below), so we followed the one-way ANOVA up with a two-way ANOVA. 
	 
	Table 2  
	ANOVA Table for the Self-Reported Motion Sickness Susceptibility across Groups in the Phase 2 Study 
	 
	Figure
	This analysis indicated that when combined, participants randomly assigned to the two low-interactivity groups reported, on average, significantly higher VIMSS scores (M = 3.3) than participants in the high-interactivity conditions (M = 2.1), F(1, 98) = 4.474, p = 0.037. There was, however, neither a main effect for immersion (p = 0.890), nor an interaction effect (p = 0.708). The observed effect size η2 for the relationship of VIMSS by interactivity was small, η2=0.044 (adjusted, 0.015), however, and so we
	 
	Figure
	Note: A = VR; B = PC; 1 = Passive; 2 = Active 
	A1: Baseline text and static images, presented in VR 
	A2: Baseline text and static images, plus dynamic comparisons and animations, presented in VR 
	B1: Baseline text and static images, presented on PC monitor 
	B2: Baseline text and static images, plus dynamic comparisons and animations, presented on PC monitor 
	 
	Figure 5. Plot of self-reported motion sickness susceptibility across study groups in Phase 2. 
	 
	3.3.2. Study 2: Post-Participation Measures 
	3.3.2.1. Post-Training (T1) Cybersickness Results 
	A two-way ANOVA was conducted to analyze the main effects and interaction of the level of immersion (high VR, low PC) and interactivity (more active, passive) on cybersickness, as measured by the SSQ Total Scores after training (T1). As detailed in Table 3, we observed a main effect of immersion on cybersickness scores, F(1, 98) = 14.015, p < .001. The observed effect size η2 for the effect of immersion was medium, η2 = 0.12. There was not a main effect for interactivity on cybersickness, nor a statisticall
	Table 3  
	ANOVA Table for the Total SSQ Scores after Training (T1) in the Phase 2 Study 
	 
	Figure
	As shown in Figure 6, participants’ average total SSQ scores in the VR Active (M = 33.29) and VR Passive (M = 37.20) conditions showed that these participants experienced significantly and substantively more severe symptoms of cybersickness, than participants in the PC Active (M = 18.47) and PC Passive (M = 16.46) conditions, and the degree of variance was in part statistically attributable to the immersion provided by the modality of the system modality (η2 = 12%). Participants’ reported experience of thes
	 
	Figure
	Note: A = VR; B = PC; 1 = Passive; 2 = Active 
	A1:  Baseline text and static images, presented in VR 
	A2: Baseline text and static images, plus dynamic comparisons and animations, presented in VR 
	B1: Baseline text and static images, presented on PC monitor 
	B2: Baseline text and static images, plus dynamic comparisons and animations, presented on PC monitor. 
	 
	Figure 6. Plot of self-reported Total SSQ scores after Training (T1), across Phase 2 study groups 
	3.3.2.2. Post-Performance Task (T2) Cybersickness Results 
	A two-way ANOVA on cybersickness severity as measured by the Total SSQ scores after the performance task (T2) was conducted to analyze the main effects and interaction of the level immersion (high, low) and interactivity (active, passive). As shown in Table 4, the analysis indicated that there was a statistically significant effect of immersion on cybersickness, F(1, 97) = 12.626, p < .001, medium effect size η2 = 0.125. However, there was neither a statistically significant effect of interactivity, nor of 
	Table 4  
	ANOVA Table for the Total SSQ Scores after the Performance Evaluation (T2) in the Phase 2 Study 
	 
	Figure
	As shown in Figure 7, participants’ total SSQ scores in the VR Active (M = 32.35) and VR Passive (M = 39.76) conditions showed that these participants experienced significantly and substantively more acute symptoms of cybersickness than participants in the PC Active (M=15.07) and PC Passive (M = 19.22) conditions; in fact, approximately double the level and, in all cases, above 20 for the VR, and below 20 for the PC versions. Similar to the T1 data analysis, participants’ reported experience of these sympto
	 
	Figure
	Note: A = VR; B = PC; 1 = Passive; 2 = Active 
	A1:  Baseline text and static images, presented in VR 
	A2: Baseline text and static images, plus dynamic comparisons and animations, presented in VR 
	B1: Baseline text and static images, presented on PC monitor 
	B2: Baseline text and static images, plus dynamic comparisons and animations, presented on PC monitor 
	 
	Figure 7. Plot of self-reported Total SSQ scores after evaluation (T2), across Phase 2 study groups 
	 
	3.3.2.3. Post-Training (T1) Knowledge Assessment Results 
	Our next set of analyses focused on the post-training knowledge assessment results.  We conducted two sets of analyses:  We analyzed the absolute post-test scores, and then calculated gain scores between the pre-participation assessment and the post-training knowledge assessment to determine how much learning had taken place.  We also conducted ANCOVA [using pretest scores as the covariate] and mixed-model analyses, all of which showed the same pattern of results, however.  In the following, we report first
	First, a two-way ANOVA was conducted to analyze the main effects and interaction of the level immersion (high, low) and interactivity (active, passive) on total knowledge assessment scores. As detailed in Table 5, the analysis indicated that there was not a statistically significant (a=0.05) effect on total knowledge assessment scores due to the interaction between immersion and interactivity [F(1,98) = 2.61, p = 0.1093]. Main effects analysis showed that immersion had no significant effect on total knowled
	Table 5  
	ANOVA Table for the Post-Training (T1) Knowledge Assessment Results Phase 2 Study 
	Source 
	Source 
	Source 
	Source 
	Source 

	DF 
	DF 

	Sum of Square (SS) 
	Sum of Square (SS) 

	Mean Square (MS) 
	Mean Square (MS) 

	F Statistic (df1, df2) 
	F Statistic (df1, df2) 

	P-value 
	P-value 



	 Factor A - rows (immerse) 
	 Factor A - rows (immerse) 
	 Factor A - rows (immerse) 
	 Factor A - rows (immerse) 

	 1 
	 1 

	 0.04018 
	 0.04018 

	 0.04018 
	 0.04018 

	 2.2684 (1,98) 
	 2.2684 (1,98) 

	 0.1353 
	 0.1353 


	 Factor B - columns (interact) 
	 Factor B - columns (interact) 
	 Factor B - columns (interact) 

	 1 
	 1 

	 0.002832 
	 0.002832 

	 0.002832 
	 0.002832 

	 0.1599 (1,98) 
	 0.1599 (1,98) 

	 0.6901 
	 0.6901 


	 Interaction AB 
	 Interaction AB 
	 Interaction AB 

	 1 
	 1 

	 0.04626 
	 0.04626 

	 0.04626 
	 0.04626 

	 2.6115 (1,98) 
	 2.6115 (1,98) 

	 0.1093 
	 0.1093 


	 Error 
	 Error 
	 Error 

	 98 
	 98 

	 1.736 
	 1.736 

	 0.01771 
	 0.01771 

	 
	 

	 
	 


	 Total 
	 Total 
	 Total 

	 101 
	 101 

	 1.8252 
	 1.8252 

	 0.01807 
	 0.01807 

	 
	 

	 
	 




	 
	As shown in Figure 8, participants’ total knowledge assessment scores after training in the VR Active (M = 0.28), VR Passive (M = 0.24), PC Active (M = 0.28), and PC Passive (M = 0.33) conditions did not differ statistically or substantially. Neither immersion nor interactivity seemed to have had an effect on total knowledge assessment scores.  
	 
	Figure
	Note: A = VR; B = PC; 1 = Passive; 2 = Active 
	A1:  Baseline text and static images, presented in VR 
	A2: Baseline text and static images, plus dynamic comparisons and animations, presented in VR 
	B1: Baseline text and static images, presented on PC monitor 
	B2: Baseline text and static images, plus dynamic comparisons and animations, presented on PC monitor 
	 
	Figure 8. Plot of the knowledge assessment scores after training (T1) across Phase 2 study groups (e.g., 0.25 = 25 percentage points). 
	3.3.2.4. Baseline-to-post-Training Knowledge Score Differences (Gain Scores) 
	A two-way ANOVA was conducted to analyze the main effects and interaction of the level immersion (high, low) and interactivity (active, passive) on baseline-to-total knowledge differences (knowledge gains). As detailed in Table 6, the analysis indicated that there was not significant effect of immersion (supporting hypothesis H3) nor of interactivity (contrary to hypothesis H2).  However, the interaction of immersion and interactivity approached statistical significance, F (1,98) = 3.9327, p = 0.05015.  
	Table 6  
	ANOVA Table for the Knowledge Gain Scores (T1 – Baseline) after T1 in the Phase 2 Study 
	Source 
	Source 
	Source 
	Source 
	Source 

	DF 
	DF 

	Sum of Square (SS) 
	Sum of Square (SS) 

	Mean Square (MS) 
	Mean Square (MS) 

	F Statistic (df1, df2) 
	F Statistic (df1, df2) 

	P-value 
	P-value 



	 Factor A - rows (immerse) 
	 Factor A - rows (immerse) 
	 Factor A - rows (immerse) 
	 Factor A - rows (immerse) 

	 1 
	 1 

	 0.003296 
	 0.003296 

	 0.003296 
	 0.003296 

	 0.2864 (1,98) 
	 0.2864 (1,98) 

	 0.5938 
	 0.5938 


	 Factor B - columns (interact) 
	 Factor B - columns (interact) 
	 Factor B - columns (interact) 

	 1 
	 1 

	 0.0002428 
	 0.0002428 

	 0.0002428 
	 0.0002428 

	 0.0211 (1,98) 
	 0.0211 (1,98) 

	 0.8848 
	 0.8848 


	 Interaction AB 
	 Interaction AB 
	 Interaction AB 

	 1 
	 1 

	 0.04526 
	 0.04526 

	 0.04526 
	 0.04526 

	 3.9327 (1,98) 
	 3.9327 (1,98) 

	 0.05015 
	 0.05015 


	 Error 
	 Error 
	 Error 

	 98 
	 98 

	 1.1279 
	 1.1279 

	 0.01151 
	 0.01151 

	 
	 

	 
	 


	 Total 
	 Total 
	 Total 

	 101 
	 101 

	 1.1767 
	 1.1767 

	 0.01165 
	 0.01165 

	 
	 

	 
	 




	 
	As shown in Figure 9, participants’ knowledge gains (baseline-to-total knowledge assessment scores) were uniformly greater than 0 and in the range of 10 to 16 percentage points, or roughly doubling the scores from pre- to post-test.  Specifically, the averages among participants in the VR Active (M = 0.16 [16 percentage points gain over baseline]) and PC Passive (M = 0.16) conditions were slightly higher than in the VR Passive (M = 0.10) and PC Active (M = 0.13) conditions, albeit not statistically signific
	 
	Figure
	Note: A = VR; B = PC; 1 = Passive; 2 = Active 
	A1:  Baseline text and static images, presented in VR 
	A2: Baseline text and static images, plus dynamic comparisons and animations, presented in VR 
	B1: Baseline text and static images, presented on PC monitor 
	B2: Baseline text and static images, plus dynamic comparisons and animations, presented on PC monitor 
	 
	Figure 9. Plot of the baseline-to-T1 knowledge score gains by Phase 2 study group (e.g., 0.10 = 10 percentage points). 
	A follow-up test using a 2 (immersion) x 2 (interactivity) x 2 (time) mixed-model ANOVA on the pre-training and post-training knowledge assessment stores confirmed that in all four conditions, the knowledge scores increased significantly, both overall F(1, 98) = 153.27, p < .001, Partial Eta2 
	= .610, and within each of the four groups (using simple effects test of time in each of the four conditions).  However, when comparing the size of the gains over time across study conditions, the only significant effect was the simple effect of immersion (VR vs PC) at low interactivity (p = .048):  Under conditions low interactivity, the VR group gained significantly less knowledge than the PC group.  
	3.3.2.5. Post-Performance Task (T2) System Usability Score (SUS) Results 
	A two-way ANOVA was conducted to analyze the main effects and interaction of the level of immersion and interactivity on usability rating scores as measured by the SUS at T2. As detailed in Table 7, the analysis indicated that there were no statistically significant differences in usability ratings between conditions. 
	Table 7  
	ANOVA Table for System Usability Scores after T2 in the Phase 2 Study  
	Source 
	Source 
	Source 
	Source 
	Source 

	DF 
	DF 

	Sum of Square (SS) 
	Sum of Square (SS) 

	Mean Square (MS) 
	Mean Square (MS) 

	F Statistic  
	F Statistic  
	(df1, df2) 

	P-value 
	P-value 



	 Factor A - rows (immerse) 
	 Factor A - rows (immerse) 
	 Factor A - rows (immerse) 
	 Factor A - rows (immerse) 

	 1 
	 1 

	 353.5124 
	 353.5124 

	 353.5124 
	 353.5124 

	 1.2549 (1,98) 
	 1.2549 (1,98) 

	 0.2654 
	 0.2654 


	 Factor B - columns (interact) 
	 Factor B - columns (interact) 
	 Factor B - columns (interact) 

	 1 
	 1 

	 7.6927 
	 7.6927 

	 7.6927 
	 7.6927 

	 0.02731 (1,98) 
	 0.02731 (1,98) 

	 0.8691 
	 0.8691 


	 Interaction AB 
	 Interaction AB 
	 Interaction AB 

	 1 
	 1 

	 35.5555 
	 35.5555 

	 35.5555 
	 35.5555 

	 0.1262 (1,98) 
	 0.1262 (1,98) 

	 0.7232 
	 0.7232 


	 Error 
	 Error 
	 Error 

	 98 
	 98 

	 27607.9575 
	 27607.9575 

	 281.7139 
	 281.7139 

	 
	 

	 
	 


	 Total 
	 Total 
	 Total 

	 101 
	 101 

	 28004.7181 
	 28004.7181 

	 277.2744 
	 277.2744 

	 
	 

	 
	 




	 
	The average usability scores in the VR Active (M = 59.25), VR Passive (M = 61.32), PC Active (M = 69.24), and PC Passive (M = 63.92) conditions had no statistically or substantially notable differences based on immersion or interactivity. However, PC conditions were rated slightly higher than the VR conditions.  
	 
	Figure
	Note: A = VR; B = PC; 1 = Passive; 2 = Active 
	A1:  Baseline text and static images, presented in VR 
	A2: Baseline text and static images, plus dynamic comparisons and animations, presented in VR 
	B1: Baseline text and static images, presented on PC monitor 
	B2: Baseline text and static images, plus dynamic comparisons and animations, presented on PC monitor 
	 
	Figure 10. Plot of the post-assessment (T2) system usability (SUS) scores across Phase 2 study groups 
	Similar to the SUS scores, analysis of assessments of workload using the subset of the NASA TLX scales used in this study, showed no significant differences in average workload ratings (aggregated) either due to immersion or interactivity.    
	4.0. Phase 3 Empirical Study (Field Study at Training Center with Air Carrier Pilots) 
	Modern approaches to flightcrew training may vary in effectiveness due to (a) various design differences, and (b) for different types of tasks. In Phase 3, we investigated the effectiveness of various modern training configurations using different instructional strategies, across a series of tasks involving procedures associated with air carrier operations (e.g., preflight inspection, preflight setup). Our study focused on developing an understanding of how 14 CFR Part 121 air carrier pilots acquire the kno
	The primary purpose of this study was to test the usability and utility of providing additional training and practice opportunities to pilots as they learn procedures associated with the targeted operations (e.g., preflight inspection, preflight setup). One of our key interests was to capture Part 121 air carrier pilots’ perceptions and opinions of different training approaches, which may vary with respect to the modality, interactivity, and level of immersion of that training. Specifically, we were interes
	Based on our prior review of the literature, we were also interested in the variance introduced by various individual characteristics. These individual characteristics could include general demographics (e.g., age range, biological sex, handedness, visual/auditory depreciation/impairment), aviation experience (e.g., flight experience, Part 121 flight experience, B-737 flight experience), and gaming behaviors (e.g., frequency of use, familiarity with controls, preferred genres). In the study reported here, w
	 
	4.1. Hypotheses 
	•
	•
	•
	 Hypothesis 1. The VR approach (3D display and peripherals), involving a high level of immersion and high interactivity (spatially and functionally), will be perceived as being more useful / instrumental for procedures involving a higher degree of psychomotor and perceptual skills (e.g., initial preflight setup/flows, unreliable airspeed, go-around), versus the PC training approach (2D display and interface). 

	•
	•
	 Hypothesis 2. There will be no difference between these training approaches, even a preference for the desktop training approach, for procedures more dependent on declarative knowledge (e.g., preflight inspection). 


	•
	•
	•
	 Hypothesis 3. The high immersion conditions will be correlated with more positive perceptions for the initial preflight setup and more negative perceptions for the exterior preflight inspection, compared to the low immersion conditions.  
	Figure
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	 XR Technology: 
	1.
	1.
	1.
	 Field of view:  All else being equal, displays with larger horizontal fields of view typically increase cybersickness 

	2.
	2.
	 Display resolution, lag, flicker, and refresh rate:  Low-resolution displays that have flicker and/or experience lags (in refresh rate or updates of dynamic scene changes, including motion-to-photon latency) increase the likelihood of cybersickness. 

	3.
	3.
	 Match of HMD to Inter Pupillary Distance (IPD):  Mismatches increase cybersickness 

	4.
	4.
	 Match with other sensory modalities:  Mismatches increase cybersickness; matching cues across modalities reduce cybersickness   




	2.
	2.
	 XR Experience: 
	1.
	1.
	1.
	 Passive vs. active interaction:  Passive XR experiences, especially with abrupt self-motion, increase cybersickness 

	2.
	2.
	 Dynamic vs. static visual content:  Dynamic scene elements increase cybersickness 

	3.
	3.
	 Certain display elements:  Floating objects, occlusions, and other conflicting depth cues (e.g., red lettering on a blue background), blurry display elements, display elements with high spatial frequency (e.g., striped surfaces), among others, increase cybersickness.  Rest frames [e.g., nose bridge, googles], flatter textures, and fiduciary markers in the environment reduce cybersickness 

	4.
	4.
	 Ambulatory vs. standing vs. at rest/sitting:  Ambulatory or standing use increases cybersickness 

	5.
	5.
	 Exposure time (acute):  Longer exposures increase cybersickness 

	6.
	6.
	 Exposure time (cumulative):  Unclear – most argue that cumulative exposure time reduces cybersickness through adaptation, but others have found that cybersickness monotonically increases  

	7.
	7.
	 Rest between exposures:  Longer rest periods between exposures reduce cybersickness  




	3.
	3.
	 The person: 
	1.
	1.
	1.
	 Health, motion sickness history, postural stability, mental rotation ability, and field dependence:  Declines in health increase susceptibility to cybersickness 

	2.
	2.
	 XR experience and prior exposure (cumulative):  Most likely, on average, more experienced participants will show lower susceptibility; but it is not clear whether through self-selection or through adaptation 

	3.
	3.
	 Age:  On average, older participants are more susceptible to cybersickness, but this may be related more to health declines with age than age itself 

	4.
	4.
	Biological sex:  On average, biological females are more susceptible to cybersickness, but this may be related more to factors such as IPD mismatch, lack of experience/exposure, and other third variables, than biological sex itself  








	 
	4.2.  Method 
	4.2.1. Participants 
	Participants in this study were identified and recruited by the air carrier partner. Of the 30 air carrier pilots, 23 were male and 7 were female. The goal of this study was to develop an understanding of how Part 121 air carrier pilots acquire the knowledge and skills to perform procedures relevant to flight operations. In addition, we were interested in capturing pilots’ perceptions, reactions, and opinions of different training approaches for flightcrew-relevant tasks. The make-up of the sample along a n
	 
	Pilots’ total flight time ranged from 4,000 to 23,000 hours (M = ~ 9,800 hours; Mdn = 8,000 hours; 1st quartile = 5,525 hrs; 3rd quartile = 12,250 hrs). With respect to flight time with a 14 CFR 121 carrier, 2 participants reported having had 1,000 hours or less (7%), while 28 participants reported having had over 1,000 hours (93%). In terms of experience with B-737 aircraft, after which the generic aircraft was modeled, 6 participants reported having no experience (20%), 7 had under 1,000 hours of experien
	 
	 
	Figure 11. Basic demographic data for the Phase 3 study sample. 
	4.2.2. Design 
	This study used a 2 between (Immersion; Lower [2D] vs. Higher [VR]) x 2 between (order: initial preflight setup/flows first; exterior preflight inspection first) x 2 within (Type of Task/Task Spatial Interactivity; Lower [exterior preflight inspection] vs. Higher [initial preflight setup/flows]) mixed-model design, as represented in Table 8 below.  
	Table 8  
	Phase 3 Study Design 
	 
	 
	 
	 
	 

	Spatial Interactivity/Procedure (Within-Subjects Variable) 
	Spatial Interactivity/Procedure (Within-Subjects Variable) 



	Lower Interactivity: 
	Lower Interactivity: 
	Lower Interactivity: 
	Lower Interactivity: 
	Exterior Preflight Inspection  
	(FlightPET) 

	Higher Interactivity: 
	Higher Interactivity: 
	Initial Preflight Setup/Flows  
	(Reaction Simulation)  


	Immersion (Between 
	Immersion (Between 
	Immersion (Between 
	Subjects, Independent Variable) 

	Low (PC 2D) 
	Low (PC 2D) 
	  

	PC Simulation with 2D 
	PC Simulation with 2D 
	Initial Preflight Setup/Flows  
	 

	PC Simulation with 2D 
	PC Simulation with 2D 
	Initial Preflight Setup/Flows  
	 


	High 
	High 
	High 
	(VR 3D) 

	VR Simulation with 3D 
	VR Simulation with 3D 
	Initial Preflight Setup/Flows  
	 

	VR Simulation with 3D 
	VR Simulation with 3D 
	Initial Preflight Setup/Flows  
	 




	Figure 12 below shows the distribution of participants across the between-subjects study variables (i.e., Immersion and Order). 
	 
	Figure
	Figure 12. Breakdown of participant assignments to study conditions. 
	 
	4.2.3. Apparatus 
	A variety of training approaches, including hardware and simulation software were used for the different study conditions. Examples of the two simulations used are provided in Figure 11 and Figure 12. In each condition, participants received a brief verbal overview of the controls for using that specific simulation, followed by a brief period of system configuration and calibration. Depending on the assigned experimental condition, participants used a standard desktop computer, mouse, and keyboard; a standa
	 
	 
	Figure
	Figure 13. Instructor settings menu for FlightPET 
	 
	 
	Figure
	Figure 14. Reaction Simulation trainer software on a standard tablet 
	 
	 
	Figure
	Figure 15. HTC Vive Focus 3 virtual reality (VR) headset and controllers 
	 
	4.2.4. Materials & Measures 
	4.2.4.1. Online Informed Consent Form. Participants were asked to complete the informed consent form prior to arriving at the air carrier’s training center. If participants did not complete the informed consent online, they were consented in-person. This form explained the purpose of the study and any potential risks associated with participating in this study. In addition, participants were told that their involvement was strictly voluntary and that they could decline or withdraw at any point in the study.
	4.2.4.2. Online Pre-Demonstration Survey. In addition to completing the online informed consent form, participants were asked to complete a series of questions that included participants’ age range, biological sex, handedness, and any visual/auditory depreciation or impairment. In addition, we asked questions related to the participants’ aviation experience (i.e., total flight experience in thousands of hours; general level/category of Part 121 flight experience, and general level/category of flight experie
	4.2.4.3. Study Conditions. Participants were randomly assigned to one of four study conditions: (A1) VR Initial Preflight; VR Exterior Inspection, (A2) VR Exterior Inspection; VR initial Preflight (B1) PC Initial Preflight; PC Exterior Inspection, or (B2) PC Exterior Inspection; PC Initial Preflight. Participants assigned to Condition A1 first interacted with the high immersion version of the Initial Preflight procedure, then interacted with the high immersion version of the Exterior Inspection procedure. P
	4.2.4.4. In-Person Post-Demonstration and Exit Survey. After participants engaged in the two training approaches, they completed a series of questions regarding their immediate reactions and perceptions of various training approaches/technologies.  
	4.2.4.5. In-Person Discussion & Debrief. These consisted of semi-structured informal discussion with participants on their perceptions and opinions of the training approaches, followed by debriefing participants on the study purpose and compensation procedures.  
	 
	 
	4.2.5. Procedure 
	For this study, participants completed online onboarding activities which included the informed consent form and pre-demonstration survey prior to arriving at the air carriers’ training center. Participants that did not previously complete the online onboarding were consented in person. Participants were assigned to one of the four study conditions (2 Immersion [VR vs. PC/tablet] (between) x 2 Orders [external preflight inspection first vs. initial preflight setup/flows first]). After each training demonstr
	minutes, participants were asked to complete post-demonstration surveys related to their immediate reactions and perceptions of the training approaches and technologies presented in this study. They then completed a set of post-demonstration assessments that asked global questions about training technologies. Following this, and towards the end of the study session, participants were asked to participate in semi-structured informal discussion, followed by debriefing participants on the study purpose and com
	 
	4.3.  Results 
	An initial data analysis of the Phase 3 study focused on three aspects, in accordance with the study’s research goals and specific hypotheses:  First, we compared perceptions of instrumentality between high- and low-immersion (VR vs PC/tablet), for both tasks (Hypotheses 1 and 2).  Second, we compared perceptions of usability/cognitive load across level of immersion, for both tasks (Hypothesis 3).  We augmented the numerical results with a review of pilot’s qualitative comments related to each simulation an
	4.3.1. Pilot Perceptions of Instrumentality and Usability 
	Initial analyses of the numerical results from the Phase 3 study showed that most participants reported the VR-based simulation tools as an improvement to their current training methods.  Across instantiations, they reported that interactive simulation can be a viable tool that could be used to augment or even replace established training approaches such as paper tiger training, current PowerPoint, and live training. Figure 16 shows a detailed breakdown of ratings of perceived utility and instrumentality th
	 
	Figure
	Figure 16. Summary table of ratings of perceived utility and instrumentality for initial training, both before and after pilots in the Phase 3 study experienced the respective training simulations.  
	As Figure 16 shows, pilots rated VR highly, both before, but also after they had interacted with the systems.  In fact, participants reported higher ratings of the modality with which they interacted after experience with it, as compared to before, whereas the ratings for training approaches they were familiar with (e.g., paper tiger or FFS for initial preflight setup/flows) did not change substantially from pre-participation to after.  This suggests that the systems exceeded pilots’ expectations. 
	Test of the a priori hypotheses regarding perceived instrumentality (Hypotheses 1 and 2 above), showed partial support for the hypotheses:  The numerical ratings of the usefulness of either form of initial preflight setup/flow trainer did not differ (all p > .10) between those who had interacted in VR with it and those who had interacted with the tablet version, thus not supporting Hypothesis 1, which had stated that the VR modality would be rated higher than the tablet version for the initial preflight set
	In support of Hypothesis 2, there were no differences in perceived utility of the exterior preflight inspection trainer between the two immersion conditions (all p > .10 with near-identical mean scores [e.g., 5.06 to 5.15 on a 6-point scale]).  That said, those who interacted only with the lower immersion versions (PC-monitor and tablet) rated the potential utility of VR for this task higher after training, than those who actually had experienced the VR. 
	To test Hypothesis 3, which predicted that the more immersive simulations would be rated as higher for the initial preflight setup/flows and as lower for the exterior preflight inspection, we found partial support:  For example, cognitive load self-report data after exposure (CL1) showed a significant interaction of simulation type and immersion, F (1, 26) = 5.994, p = .021, in that there was no significant difference in cognitive load reported for the initial preflight setup/flow trainer by modality (MVR =
	4.3.2. Simulator Sickness Scores 
	We also have started to analyze the simulator sickness scores reported by the Phase 3 participants after interacting with the two simulations.  Figure 17 shows initial results of the analyses of SSQ scores, here, specifically of the Total SSQ scores after using the initial preflight setup/flow trainer.  
	 
	Figure
	Figure 17. Summary of SSQ scores reported by participants for the initial preflight setup/flow trainer. 
	A few items deserve mentioning. First, the overall level of simulator sickness pilots reported was comparatively low, after the relatively short exposure period they had, which was no more than 15-20 minutes. That said, second, three of the participants who had experienced the initial preflight setup/flow trainer in VR (i.e., 10% of the total and about 18% of those who had interacted with the initial preflight setup/flow trainer in VR) reported scores above 20; whereas none of the participants did who had u
	 
	Figure
	Figure 18. Histogram plot of the frequency distribution of Total SSQ scores in Phase 3 after use of the initial preflight setup/flow trainer by those who had used the VR version (left) and the tablet version (right, labeled “PC”). 
	Third, patterns of results for the SSQ followed expectations:  Participants who experienced the initial preflight setup/flow trainer after already interacting with the external preflight inspection trainer, and thus had higher cumulative exposure, scored somewhat higher on cybersickness than those who started with the initial preflight setup/flow trainer.  Finally, regardless of order, the VR version elicited higher ratings of simulator sickness than the tablet version of the initial preflight setup/flow tr
	  
	Table 9 
	ANOVA Table for the Total SSQ Scores after the Initial Preflight Setup/Flows in the Phase 3 Study 
	 
	Figure
	Similar results were found for the preflight inspection trainer.  Although none of the differences reached statistical significance with this relatively small sample and the very short exposures, the pattern of SSQ results was the same as for the initial preflight setup/flow trainer; in both cases was the average for the VR condition nearly three times as high as that of the equivalent PC version, the latter of which was constrained downward by the near-zero reports of any sickness symptoms by respondents i
	 
	Figure
	Figure 19. Histogram plot of the distribution of Total SSQ scores in Phase 3 after use of the exterior preflight inspection trainer by users of the VR version (left) and the PC version (right). 
	 
	5.0. Discussion 
	5.1. Overall Summary of Results of the Phase 2 and 3 Studies 
	In Phases 2 and 3 of this project, we conducted two empirical studies that collected data from a total of 132 participants, including 30 active airline pilots employed by a major U.S. air carrier.  Specifically, we collected perceptions of usability, assessments of instrumentality and efficacy, measures of learning, and indications of cybersickness from participants who interacted with either immersive VR configurations involving pilot-relevant procedural aviation tasks, or their PC- or tablet-based equival
	The results of the analyses of both quantitative data and qualitative comments from both studies that both the highly immersive VR- and the less immersive PC-/tablet-based equivalents of the training simulations were generally assessed very positively by both participant groups. Both training simulations were considered improvements over currently available training methods (e.g., paper tiger, training texts for the initial preflight setup/flows; videos or PowerPoint training for the exterior preflight insp
	The preflight exterior inspection simulation, regardless of implementation, was associated with substantial knowledge gains in the Phase 2 study, when compared to the pre-study level of knowledge among the participants.  Further, there were no significant differences in either gains or absolute post-test knowledge measures between the VR and the PC implementations, as we had hypothesized; in fact, on average, the PC version was associated with higher, but not statistically significantly greater, knowledge g
	A similar pattern was also found among the air carrier pilots, who were very positive towards both implementations of the preflight exterior inspection training software (i.e., FlightPET), but also indicated that they thought the VR implementation was more cumbersome, probably not needed, and who reported nearly four-times the levels of cybersickness (albeit at very low absolute levels [<20]) after experiencing the VR-implementation for only 10-15 minutes, when compared with the PC-implementation of FlightP
	PowerPoint presentations, etc. Together, this indicates that, as we predicted, for a procedural task that had a perceptual but limited motor component, that is, the preflight exterior inspection, the use of immersive VR was not justified in terms of acceptance, perceived instrumentality, and effectiveness. Indeed, using immersive VR for this task likely would be contraindicated due to the higher levels of frustration and cybersickness trainees may experience, as compared to the highly rated PC-desktop equiv
	In contrast, for the initial preflight setup/flows training software, which targeted a task with a very active and spatial motor component, participants in the Phase 3 air carrier study consistently expressed their belief that the immersive VR-implementation was “value added”, not only over the tablet-based version, but even when compared to the FFS or any other form of training device, from FTDs to the paper-tiger.  Despite the fact that those using the VR implementation, on average, also rated their cyber
	 
	5.2. Conclusions: Promises and Pitfalls of XR Solutions for Aviation Training 
	Together, the extant literature, which we reviewed in Phase 1 of this project, other research since, and the results of our current Phase 2 and Phase 3 empirical studies, suggest that interactive extended reality (XR) simulations, and in particular those which use Virtual Reality (VR) or Mixed Reality (MR) as the display-, interaction-, and delivery-platforms, have the potential to provide training for applied aviation tasks that can be as effective, or even better, than traditional training modalities, whi
	Finding 1: XR-environments have the potential to provide equal or better training for applied aviation tasks than current training conducted in other environments, at potentially lower cost, higher scalability, and greater access and customization to trainees. 
	To realize this potential, however, those embarking on conceptualizing, building, acquiring, using, or assessing XR-solutions for training applied aviation tasks must be aware that a number of factors affect the solutions’ usability, efficacy, and effectiveness.  While it is true that well-designed XR training that is employed thoughtfully and assessed carefully has the potential of equal or better effectiveness, at larger scales, and with lower acquisition and operating costs per trainee, poorly designed o
	For example, an XR-solution that cannot keep up with changes in Standard Operating Procedures that an organization may implement, will quickly be outdated and may become disused.  Similarly, an XR-solution that displays an interaction on the flight deck incorrectly, may provide negative training. And if trainees are asked to spend extended periods in an XR environment, without appropriate breaks or careful monitoring, this may result in substantial instances of cyber-sickness, discontinuance of training, an
	Finding 2: An XR-solution that is poorly designed, employed, or assessed, may not reach its potential; indeed, it may be more disadvantageous than the traditional training it is intended to supplement or replace. 
	Further, in the same way that even the actual aircraft or the highest-fidelity and most expensive Full Flight Simulator (FFS) are not “training,” per se, neither is an XR environment, if it is not well integrated into a training program, or if it is used without consideration for learning objectives, or if it does not consider the physical limitations of the trainees.  All too often, the focus in XR training solutions seems to be mostly on describing its immersion and realism, that is, the replication of th
	Finding 3: XR and XR-environments are not training, per se. XR environments are a medium for conveying information to pilots. They become training by being carefully integrated into a systematically developed, used, and assessed training eco-system.  What information is conveyed, and the setting in which it is conveyed, are equally important considerations.. 
	  
	5.3. Turning XR Solutions into Effective Training  
	Organizing Framework.  We suggest that a useful three-dimensional framework to conceptualize, classify, and compare XR solutions and their integration into the training eco-system considers immersion and interactivity, as originally proposed for VR by, among others, Slater and Wilbur (1997), and which adds realism as a third dimension (see Section 2.5. above; Figure 1).  In this context, immersion refers to the degree to which the XR solution provides a sense of vivid presence in the target environment; int
	Finding 4: A useful way to conceptualize, classify, and compare XR solutions is to assess and quantify their immersion, interactivity, and realism. 
	As we pointed out further above, the three dimensions of XR are largely independent from one another:  A VR game may be highly immersive because it creates a vivid sense of presence and highly interactive because it provides many opportunities for interactions with the environment, but it may ignore natural physics, and thus be completely lacking in realism. Conversely, a telepresence VR experience may provide full immersion and stunning realism in 8K UHD, but it may lack any opportunity for interactions.  
	Finding 5: Immersion, interactivity, and realism are independent/orthogonal dimensions of XR solutions.   
	Advantages of immersion in XR.  Proponents of highly immersive XR displays often advance the notion that immersive XR allows trainees to experience true presence in the environment that is targeted for training.  There are two main advantages of high degrees of immersion in XR.  The first is that the spatial relationships of the modeled environment are similar to those in the targeted environment:  For example, things “behind” the trainee in the targeted environment are also behind the trainee in the immers
	Finding 6:  High degrees of immersion, when paired with realistic spatial relationships in XR solutions, allow trainees to experience and internalize not only the sensory experiences as in the target environment, but also to practice the necessary motor activities for looking around and for reaching and manipulating objects, thereby building motor patterns, and to engage in embodied learning. 
	Second, the XR training environments that are currently on the market or in development, including the two we used as part of the Phase 2 and 3 studies, are typically fully immersive and model all 360 degrees surrounding the trainee.  Thus, unlike in a full flight simulator, when trainees turn around in an XR flight deck simulation, they see the jump seat, the flight deck door, and the bulkhead, rather than the simulator’s instructor or observer stations and a bunch of computer closets.  Further, as one mov
	Finding 7:  By replacing the stimuli of the physical environment where training takes place with stimuli generated from a virtual environment, highly immersive XR technologies may be critical, and indeed superior to other training systems, when suspension of disbelief is important to achieve training objectives, especially in situations where affective components, such as danger, stress, or surprise need to be generated. 
	The opportunity to bring, through high degrees of immersion and realism in XR, relevant training environments to “anywhere-anytime”, without the need for physical training facilities and specialized stationary equipment, is of course one of the main value propositions of XR.  High immersion not only increases situational interest and improves presence (Peterson et al., 2023; Sonnenfeld, Nguyen, Gomez, Jentsch, & Fiore, 2023), which improve, by themselves, learning, the ability to create training anywhere-an
	While our Phase 3 participants, all of whom were active pilots, were split with respect to whether they wanted to have access to XR training only at the training center or also at home/their crew hotel/domicile (more on that below), they did mention and appreciate the opportunity that XR provides to create valid training in any room, on demand, as one of the major draws of the technology. They particularly believed in the value of additional practice opportunities anywhere-anytime for initial, transition, a
	from line flying for a while, and would be interested in practicing tasks before coming to the training center, going into the simulator, or re-joining line operations. 
	Finding 8: Highly immersive XR solutions allow relevant training environments to be experienced anywhere-anytime, while alleviating the dependence on large, fix-based infrastructure and potentially reducing the scope of dedicated equipment required. Especially compared to non-immersive training systems (e.g., desktop or tablet-based training), immersive XR can also reduce distractions typically present if training is held in multi-use or residential settings. 
	Another related use of immersive XR solutions for training, albeit currently not yet implemented to its full potential in extant aviation VR solutions is the opportunity for trainees, who are not physically co-located, to experience the same shared virtual training space through telepresence.  That is, unlike in a traditional training device such as an FTD, the trainees, and potentially the trainer(s) as well, could meet and interact within the same virtual environment while ostensibly being physically in w
	Remote synchronous collaboration is of course not limited to XR environments, and it is already prevalent in distributed multiplayer gaming, virtual conferencing, and shared remote use of desktop productivity applications, but it has particular appeal for crew training in aviation, which heretofore was limited to physically co-located training in a flight simulation training device at the location where that device was installed.  In addition to the potential economic and environmental savings that distribu
	Further, even if the possibility of distributed crew training and practice for credit is not executed, giving trainees the opportunity to informally “meet” in a virtual flight deck to practice, while being physically distributed, may provide important opportunities for peer-mentoring and informal professional development. This was something that several of our Phase 3 participants mentioned, again usually in the context of new hire pilots or related to pilots who, when re-joining the line, would be interest
	Finding 9: Highly immersive XR applications present new opportunities for joint training of physically distributed trainees and trainers. Unlike in traditional FSTDs, which are limited by the location of the physical device, participants could be accessing the training environment and interacting with it synchronously, but from very different physical locations.  
	Disadvantages of XR immersion. Although high degrees of immersion can be desirable for effective training, there are also some disadvantages to consider.   First, the degree to which highly immersive systems “shut out” the actual physical environment surrounding the trainee, they also take the trainees’ attention and focus away from the physical reality in which they are located.  This is desirable for creating presence, but it can lead to potentially adverse situations, such as when trainees are colliding 
	and/or when they become unaware and/or unable to react to external events like fire, flooding, or intruders that present themselves in the physical environment.  
	Finding 10: To the degree that highly immersive XR solutions “transport” trainees away from their physical reality, necessary interactions with, or in, the physical reality where training takes place will become more difficult. 
	However, even if these events appear drastic, far-fetched, or unlikely, less severe negative outcomes are possible, for example in terms of training or classroom management.  An instructor overseeing a group of 10 trainees, each using a XR headset, while they are co-located in a classroom, may have their hands full in getting individual trainees’ attention, supporting them, and troubleshooting issues, and there may be a substantial additional load on trainers in those settings, compared to traditional class
	Finding 11: Highly immersive XR solutions may make interactions between and among co-located trainers and/or trainees, more difficult than less immersive alternatives. That is, it is more difficult to interact with other individuals in the surrounding physical environment when the senses are immersed by virtual stimuli. 
	In this context, it is also important to acknowledge that, while highly immersive systems may allow for spatially distributed trainers and trainees to interact remotely in a shared virtual space, the representation of the trainees in the virtual world, typically through avatars, may lack critical cues, including facial expressions, gestures, and even the physical similarity of trainees with their avatars.  At this point, while joint crew training in a shared virtual environment may be suitable for practicin
	Finding 12:  While highly immersive environments have the potential to be used for crew-level training, the lack of accurate avatars with realistic representation of appearance, nonverbals, and facial/gaze cues, currently limit the utility of VR for tasks involving crew coordination and communication. 
	Finally, highly immersive XR solutions can only be effective to the degree that the mapping of avatar representations in the virtual world to the physical location and pose of the trainee is correct.  Current VR systems continue to experience drift and calibration issues.  Further, the representation of “self” in the virtual world can be affected by such technical issues, thereby quickly reducing the sense of presence.   
	Ideally, trainees should not experience mismatches between where they and parts of their body are in physical space, and what is represented in the virtual environment, as this (a) leads to frustration, 
	(b) increases the likelihood of inadvertent actions, and (c) potentially induces cybersickness. In this respect, slightly less immersive environments, which blend elements of the physical and virtual worlds, such as in MR, using see-through systems or sensor fusion, may be preferable over full VR that only includes virtual representations. 
	Finding 13: High degrees of immersion require consistent and reliable mapping of the relationship between the physical location and pose of the user and its representation in the virtual world.  Drift and a frequent need to recalibrate, can reduce presence, increase frustration, and induce or exacerbate cybersickness. 
	Advantages of interactivity in XR solutions. A consistent observation from our empirical studies concerned the importance and desirability of interactivity of training.  Trainees, regardless of whether they were professional air carrier pilots or college student participants, and regardless of whether they interacted with the VR environments in our studies or their equivalent PC/tablet implementations, consistently emphasized the importance of being able to interact with the training and actively explore th
	In a Flight Management System Trainer (FMST), for example, the types of interactivity with a Control/Display Unit (CDU) may be limited by the number of input or line select keys that can be actuated, or by limiting the functionalities that the FMC models (say route inputs only), or by restricting the navigation data base (to certain airports). This determines the “what” of interactivity (and is often closely related to a simulation’s functional fidelity).  The second aspect is the “how” of interactivity, an
	While there are psychomotor tasks that require both interactivity and high physical fidelity of the interaction (see also Finding 18 below), participants in our studies consistently emphasized the importance of the former (the “what”) in interactivity over the latter (the “how”).   
	Finding 14:  There are two aspects of interactivity relevant for XR systems: the degree to which interactions with the training environment are possible and consequences are displayed (“what”), and the way in which these interactions are implemented (“how”). The “what” is at least as important as the “how”. 
	The desire to actively engage with a training environment and to observe the consequences or outcomes of actions is in line not only broadly with the learning and training literatures (cf. Kaplan et al., 2020; McGowin et al., 2022), which emphasize the importance and benefit of active and embodied learning, it also specifically matches recent results from other empirical research, for example, Peterson et al. (2022), who investigated the combined effects of immersion and interactivity in VR.  Peterson et al
	“…both immersion and interactivity positively influenced the levels of physical presence experienced by learners, while interaction effects showed that interactivity is more important for 
	the experience of agency and embodied learning under conditions of low immersion. Moreover, significant main effects suggested that high interactivity reduces extraneous cognitive load from the environment, and that high immersion leads to larger situational interest” (Peterson et al., 2022, 104429). 
	Finding 15: High interactivity is not only a characteristic highly desired by users for a training solution, but it also improves learning, especially under conditions of low immersion. 
	The finding by Peterson et al. above that interactivity is particularly helpful when immersion is low is also something that our Phase 3 participants intuited in their assessments and reflections on the PC and tablet versions of the two training systems they interacted with.  While the VR solutions were generally higher rated, especially in terms of perceived utility, than their PC/tablet equivalents, the PC/tablet versions were consistently much higher rated than current approaches to training the two sets
	Finding 16:  When trade-offs must be made between immersion or interactivity, increasing interactivity may be able to “make up” for loss in immersion, especially for tasks where being able to observe the consequences of actions is of utmost importance for training.  For tasks such as initial preflight setup/flows and external preflight inspection, participants considered interactivity as more important than immersion. 
	Selecting interactivity for XR solutions.  Current XR solutions differ widely in the degree to which they provide a passive vs. active experience, in the same way that other media and training systems differ in interactivity.  As such, selecting the degree of interactivity and matching it to the objectives for the XR solution should, in principle, follow the process of any systematic training needs analysis and design, for example, as described in AC 120-54A CHG 1 (FAA, 2017); for some training objectives, 
	Finding 17: The interactivity of aviation training XR solutions should be determined based on the training objectives, in the same way that levels of interactivity are already selected/specified for other training systems and devices.  Extensive guidance material on this topic already exists, and it can be applied to XR systems.  
	Similarly, what aspects of interactivity should be represented, and how interactivity is implemented in XR systems is not inherently or fundamentally different than for other training systems.  For example, the aforementioned FMST (see Finding 14) may, depending on implementation, differ in the interaction modalities that are represented, such as for entering data into the CDU:  A PC-based FMST may use mouse-keyboard entry, whereas a BATD or AATD FMST may employ touch 
	screens, while the FMST portion of a higher-level FTDs may use physical replicas of the actual CDU, as found in the aircraft.   
	Each of these interaction modalities has an equivalent in a typical XR flight deck trainer:  In pure VR, trainees may make inputs by pointing at and “lazing” keys from a distance (equivalent to mouse inputs), or by reaching and “pushing” keys (equivalent to actuating a touch screen), whereas in MR or AR, they may interact with physical replicas of the controls (as in a FFS).  MR systems such as Collins Aerospace’s CoalescenceTM system (Collins, 2023), for example, fuse the images of targeted elements of the
	Finding 18: The selection of how interactions are implemented in XR systems parallels that of selecting interaction modalities for other training devices.  Within the XR spectrum, equivalents exist to all common human-system interaction modalities, and similar processes should be followed in deciding what is acceptable and/or required. 
	Usability aspects of interactivity in VR.  In immersive VR, current technologies for the tracking of user orientation, pose, and inputs—especially that associated with the location and orientation of gaze and hands— typically require users to interact with the virtual world using wand-like input controllers in the physical world.  At this point, wand-less tracking and pose estimation of hands is limited to a few devices; the vast majority still use wands.   
	Holding a wand and interacting through traditional input devices on the wand, such as triggers, buttons, track pads, or joysticks, requires the translation of the physical manual interactions in the real-world flight deck into unique input actions via the wand that represent them. Learning the input actions increases cognitive load, requires practice, may lead to trainee frustration, and, depending on the required psychomotor skills, may not be acceptable for training, for example, for training fine motor s
	Finding 19:  In VR systems that use wands for tracking the position and pose of hands and that employ control components on the wands as input devices for interactions, natural manual actions in the real work environment need to be translated into VR-specific actions using the wands.  This may necessitate initial practice that is VR-implementation specific, requires time, and increases trainees’ cognitive load. 
	In our studies, the most difficult and frustrating action in VR for most participants was actuating controls by pushing them with a (virtual) finger, such as pressing a virtual CDU keyboard key with one’s index finger. In the VR device we used, this required holding the wand in a particular orientation, one that the participants thought was somewhat unnatural, with the physical thumb—rather than index finger—angled towards the targeted virtual push button or key.  Then, participants 
	had to move their hand in the physical world towards the representation of the button in virtual space, before they could “press” it.  This proved surprisingly difficult for participants:  They would miss small buttons entirely, they would not push far enough, or too far, or too quickly, or too slowly.  The lack of feedback and success led to frustration and frequent delays.  While these were not unlike the problems and frustrations users experience with touch-sensitive displays, the problems participants h
	Conversely, an action that we thought was at least as complex as pressing a key, such as grabbing and then moving switches or knobs, proved surprisingly straightforward for participants.  In order to actuate a virtual switch or button, participants had to move their virtual hand until it “touched” the targeted one in the virtual world.  They then used the wand’s trigger to execute a pinching movement of virtual thumb and index fingers to grab it.  Once they had grabbed the switch or knob, they then quickly 
	Finding 20: How wand-based interactions with virtual objects are implemented is currently not standardized.  Mapping of physical actions to VR inputs should not only be considered in terms of replicating/approximating the physical actions of the task environment, but also in terms of the resulting usability.  Testing with users may be required, as small differences in implementation may be associated with large differences in usability. 
	In today’s typical VR implementations, i.e., those not using haptic gloves or those without direct input into realistic controls (as in the aforementioned CoalescenceTM MR system), realistic haptic feedback is typically missing.  In lieu of the haptic feedback that the physical world provides, developers should strive to replicate other forms of actual feedback in the target environment, such as a visual indication that a switch has changed positions, or the illumination or extinguishing of an indicator lig
	Further, the nature of the virtual environment affords opportunities for additional feedback not present in the physical world:  As the virtual hand reaches a control, the button, knob, handle could be highlighted, to indicate that it is now reachable or grabbed, and, as it is moved, a haptic signal (such as a brief vibration or a click) could be transmitted through the wand to indicate that actuation took place. Similarly, other auditory or haptic cues should be considered to indicate that a particular act
	Finding 21: To compensate for the lack of haptic feedback for VR-based manual interactions with objects in the virtual world, developers should strive to provide other forms of feedback. This includes replicating realistic feedback in other modalities (visual, auditory), and/or adding feedback 
	to the virtual world that is not present in the real world but makes it easier for users to determine that their actions were successful. Extant literature on effective feedback techniques should inform the design of instructional feedback in XR simulations. 
	Realism and fidelity in XR solutions.  Although the discussions so far have focused specifically on immersion and interactivity of XR solutions, the reader will have noticed that the realism of the training environment had to be considered at times – because the purpose of XR training systems in aviation is to prepare individuals for real tasks, a minimum level of realism is inherently required.  That said, there are situations where a lower level of realism in certain aspects of the task is acceptable.  In
	Finding 22: The required level and elements of realism in XR training solutions should be driven by the instructional objectives. There are valid instructional reasons for intentionally reducing realism in training, to make training available, acceptable, effective, and/or efficient.   
	Given that matching the realism of a training intervention, device, or content to the training objectives is not unique to XR, we will not review processes and criteria for that here.  However, instead, we would like to reiterate (a) that even the 100% real target environment is not training, per se (see also Finding 3 above), and (b) that we believe one of the exciting possibilities of XR is their potential to become training solutions that go “beyond reality”, thereby greatly increasing their utility in t
	For example, consider how the FlightPET simulation of the external preflight inspection created for this research goes beyond reality, to improve training:  FlightPET includes visualizations such as highlighting, magnifying, virtual disassembles, dynamic comparisons, and functional animations for selected parts and systems of the aircraft that need to be visually inspected as part of the preflight.  Trainees can experience not only what a worn tire looks like, in situ, as compared to a new one, they can see
	Similarly, our Phase 3 participants frequently spoke about how an initial preflight setup/flows trainer could include animations of aircraft system functions, such as showing, using highlighting and system diagram overlays, which systems are powered by different buses and actuated by different switches, or how a fuel imbalance results if the cross-feed valves are not in the correct 
	position, etc.  They were excited to imagine the combination of immersion, interactivity, and realism, anywhere-anytime, without the need of expensive system hardware, with such novel instructional contents. 
	Finding 23: One of the exciting possibilities of XR solutions is to combine highly immersive and interactive environments with instructional interventions that go “beyond reality” and allow trainees to experience training environments which not only provide training in relevant settings, but also augment those relevant settings with additional instructional content, such as guided practice and scaffolding, visualization and animation, above- or below-real-time training, and automated feedback. 
	Ultimately, our Phase 3 participants also acknowledged that aviation is a business and training is costly.  Many acknowledged that XR simulations might allow them to learn and practice critical tasks at lower cost outside of otherwise very expensive high-fidelity devices, such as FFSs.  More than one of them acknowledged in their comments that “I don’t need to be in a Level D simulator to practice cockpit flows”, as long as a “sufficiently good” alternative was available.  In fact, as a group, they actually
	Finding 24: A highly interactive and sufficiently immersive and realistic XR simulation that includes instructional elements may be preferable over training in a higher-fidelity device that does not include those instructional elements.  This also can free up high-fidelity devices, such as Full Flight Simulators, for other training and practice opportunities. 
	 
	5.4. Incorporating XR Solutions into Training 
	In addition to obtaining critical information on how XR solutions should be specified, designed, and created for maximum effectiveness, we also gained critical insights from this project related to how XR solutions should be incorporated into air carrier training.  Considerations included where and when to introduce, what some barriers to adoption and use are, and how training managers and trainers can support the introduction. In the following, we review these considerations and provide related Findings. 
	“VR-overhead.” A main observation from both the scientific and practitioner literatures, from reports in the popular press, and from our own experiences throughout this project and especially in the execution of Phases 2 and 3, has been that there is a considerable amount of what we term here “VR-overhead.”  That is, to employ XR (currently mostly VR), whether as a developer, deployer, or end user, still requires a lot of specialized know-how, and that know-how is not yet pervasive among the respective cons
	Finding 25:  Currently, using an XR solution still requires a lot of specialized know-how, and this know-how is not yet pervasive.  This leads to a substantial amount of “VR-overhead” needed for simply using an XR training solution. VR overhead is independent of other, traditional aspects of employing and using training. 
	The reasons for high VR overhead are manifold.  First, at this point, the XR-industry continues to be in an early stage of technology maturity and has neither standardized, nor consolidated.  As a result, despite some common approaches to solving similar technical challenges, there is wide variation in the characteristics of the hard- and software in the XR industry.  Unlike for desktop, personal, and mobile computers, for video game systems, for mobile phones and tablets, or for wearables, all of which in 
	Finding 26:  XR is still in an early stage of technology development, characterized by a lack of standardization and consolidation. As a result, each combination of hard- and software is somewhat bespoke. This hinders assessing and comparing solutions. It also makes it difficult to generalize results and provide minimum standards for XR solutions. 
	Second, experience with XR is still very limited in the population at large, including among pilots.  In addition, even if individuals have experienced an XR solution, the unique nature of every hard- and software combination may not have given them the relevant experience, knowledge, or skill to design, build, acquire, assess, employ, or use another one, even within VR solutions.  Having used device A to experience the visuals of an underwater reef may be vastly different to having played a sword-fighting 
	Finding 27:  Prior XR experience is limited in the population, and the lack of standardization among XR solutions limits the applicability of any prior XR experience towards a new XR solution. 
	Given the fact that specialized knowledge and experience is required, that standardization does not exist, and that the relevant experience is not yet widespread, the development, acquisition, deployment, and assessment of any XR solution need to account for considerable “VR-overhead”:  Training on how to use basic elements of the XR system may have to be provided, and technical support needs to be accounted for.  At this point, XR solutions, unless they dedicate one unique hard- and software combination to
	of-the-box ready” and definitely not yet “plug and play”.  Further, every new training solution may again require specialized training and support. 
	Finding 28:  For the foreseeable future, every new XR training solution that is introduced will require dedicated and specialized training and user support to account for VR-overhead. 
	Instructional support of XR solutions. In addition to providing instructional and technical support to overcome the VR-overhead inherent in using XR technology, an XR training solution also needs to include instructional support and guidance to be effective.  Especially if an instructor-less implementation is foreseen, adequate tutorials, help files, lesson plans and paths, reset options, and save options are needed.  In this, XR simulations are not inherently different from other computer-based training or
	Finding 29: As is the case with other forms of computerized training and instruction, instructional support is critical for the successful use of an XR simulation in training.  Elements that should be considered include tutorials, guided practice, help features, and the ability to save progress and/or join specific segments within the training. 
	Participants in our Phase 3 study, all of whom had extensive experience in receiving aviation training (and several of whom also had extensive experience as trainers), consistently emphasized the importance and benefit of interacting with a human trainer, especially when a training topic or tool is new.  Even though both systems they interacted with, regardless of modality, contained computerized guidance or a tutorial, they believed the guidance and feedback that a human trainer can provide would be of utm
	Finding 30:  New users of XR technologies desire, and benefit from, being guided and aided by a human trainer when using XR training systems, especially at initial use.   
	Where and when to introduce and use XR. Our Phase 3 participants shared a number of thoughts on the practical implementation of VR technologies in an air carrier environment.  As we indicated in prior sections above, they considered whether VR technologies could be an ancillary or replacement for training that did not need to be performed in expensive FFS or FTD simulations, expressed opinions about whether VR technologies should only be used in structured and scheduled training events, as opposed to being 
	technology and outstanding technical and instructional support.  They also expressed fairly consistent opinions related to who would benefit most from VR-based training, specifically, many of the experienced participants commented that VR would be most appropriate for new hires and for initial training. 
	There was somewhat less consistency among participants’ views with respect to whether VR devices could or should be issued to individual pilots:  While many participants seemed excited by the idea of being able to bring a VR device home or to a hotel to practice, others feared that it would shift training into their non-work lives, or expressed concern about the level of support that they would receive when accessing VR technologies from locations other than the training center.  Finally, some expressed con
	Finding 31: Training organizations interested in implementing VR technologies should carefully consider how and where to introduce the training.  A phased approach, with limited small-scale trials, potentially on a volunteer basis, that collects data on usability, availability, and acceptance of the technology, can provide important information to increase acceptance and success. 
	 
	5.5. Cyber-/VR-Sickness  
	Description and incidence of Cyber-/VR-sickness.  One of the concerns related to the introduction of XR systems into a training program is cyber-/VR-sickness (referred to generically as cybersickness from here on).  Similar to simulator sickness, cybersickness is a multi-symptomatic experience of discomfort and physiological symptoms during and after the use of a computer-/display-combination, and, specifically, an XR device.  The experience of cybersickness is characterized by symptoms, usually grouped int
	Some level of cybersickness is a frequent and common occurrence, and both the scientific and the popular literature suggest that, depending on the type or XR experience, its duration, and other factors, it is not unusual for somewhere between 1/3 and 2/3 of all participants to experience at least some discomfort related to cybersickness.  Additionally, about 10%-15% of participants may be highly susceptible to cybersickness, and they may experience substantial levels of cybersickness symptoms even in situat
	Finding 32:  Most, perhaps all, people are to some degree susceptible to cybersickness, but about 10% to 15% of the population are particularly susceptible.  Training organizations should be cognizant that highly susceptible individuals may be found in any group of XR-users. 
	Our observations from the Phase 2 and 3 empirical studies confirmed this:  Even with the relatively brief exposures in Phase 3, three of the participants (10% of all 30 participants and ~18% of the 17 participants who experienced a VR simulation) reported SSQ scores after the initial preflight setup/flow trainer that were substantially higher than the median score in the combined sample (median = 5) and had, in absolute terms, been considered problematic (i.e., >20) by the developers of the SSQ (Kennedy et 
	Similarly, in our Phase 2 study, which featured a larger, but less selective sample and longer exposures, multiple extreme Total SSQ scores over 100 were recorded after both training and evaluation, and the top 10% of scores were all above 60. Further, 39 out of 102 participants, or more than 38% of the sample, reported Total SSQ scores after the T2 evaluation that were greater than 20 (median SSQ after T2 = 18.7).  After the T1 initial training exposure, which lasted longer than the T2 evaluation and was f
	Further, when comparing the VR and PC implementations of the external preflight inspection training software in the Phase 2 study, we observed not only statistically significantly higher SSQ scores in the VR group, the average SSQ score for the VR group was also approximately twice as high as the average in the PC group (M VR = 35.65; M PC = 17.3).  Further, in absolute terms, the average SSQ Total scores in the VR group were, regardless of whether at T1 or T2, well above 20 (M VR T1(weighted) = 35.24; M VR
	Although care must be taken in applying and interpreting absolute SSQ scores (see, in particular, Bimberg, Weissker, & Kulik, 2020; Brown, Spronck, & Powell, 2022), patterns of results like the ones we saw in our studies are quite common; a recent review paper (Kim, Kim, Chung, et al., 2021) pointed to reports of 22% to 80% of participants experiencing cybersickness during or after VR exposure, and similar statistics abound both in the scientific/technical and popular literature. 
	Finding 33: Training organizations should be aware that cybersickness is a frequent and common occurrence with XR systems, and they should have steps in place to minimize, assess, and respond to cybersickness.  
	In the following, we discuss some of the common factors affecting the incidence and severity of cybersickness, and what steps organizations can take to address cybersickness. While not an exhaustive review, the focus in what follows is on identifying major contributors to cybersickness and providing practitioners with suggestions for actionable and achievable steps. 
	Factors affecting cybersickness. Three major groupings of influence factors, alone and in combination, affect the incidence and severity of cybersickness.  Broadly, they relate to (a) the XR technology used to create (b) the XR experience, both of which interact with (c) the individual who experiences XR.  For example, the display and computing hardware (e.g., display resolution, field of view, refresh rate, lag time) interacts with characteristics of the XR experience (such as exposure 
	time, degree and type of self-motion in the environment, type of task, mapping of motions in the physical world to representations in the virtual world) and the individual’s trait and state susceptibility to cybersickness.  At low exposure times, even sub optimally designed experiences displayed on poor displays may be tolerable for most participants.  In fact, reports of cybersickness are rare for exposures under 5 minutes duration; reports of substantial cybersickness typically accompany only experiences 
	Finding 34:  The incidence and severity of cybersickness is determined by the combination of XR technology with the XR experience and with the individual who uses XR.  Examples of variables in each group of factors are shown in Table 10. 
	See Tables 10 and 11 on the subsequent pages. 
	Finding 35:  Although there are general principles that can reduce the likelihood, incidence, and magnitude of cybersickness (see Table 11), it is the impact of their unique combination that is difficult to model or predict; thus, user testing is critical.  This uncertainty also makes it difficult to provide minimum specifications that alone, or in combination, can ensure reduction in cybersickness. 
	 
	  
	Table 10  
	Selected Factors Affecting Cybersickness 
	  
	Table 11  
	General Principles for Reducing the Likelihood and Severity of Cybersickness 
	 
	1.
	1.
	1.
	 XR technology: 
	1.
	1.
	1.
	 Restrict display field of view  

	2.
	2.
	 Match hardware capabilities to graphics processing 

	3.
	3.
	 Increase display resolution 

	4.
	4.
	 Reduce display lags 

	5.
	5.
	 Reduce drift 

	6.
	6.
	 Match and synchronize outputs across sensory modalities (visual, auditory, haptic) 

	7.
	7.
	 Provide adjustable HMDs to account for Inter-Pupillary Distance (IPD)    




	2.
	2.
	 XR experience: 
	1.
	1.
	1.
	 Avoid abrupt self-motion in the XR environment  

	2.
	2.
	 Consider sitting administration 

	3.
	3.
	 Introduce rest frames/reference markers/body markers 

	4.
	4.
	 Reduce occlusions from floating objects 

	5.
	5.
	 Reduce vection, e.g., through viewpoint snapping, when teleporting or when using external controls to change viewpoints 

	6.
	6.
	 Provide cues across multiple sensory modalities    




	1.
	1.
	 Individual: 
	1.
	1.
	1.
	 Check for motion sickness history and current health 

	2.
	2.
	 Respect the individual 

	3.
	3.
	 Offer familiarization and adaptation options 

	4.
	4.
	 Keep exposure times relatively short  

	5.
	5.
	 Offer breaks before subsequent exposures 

	6.
	6.
	 Use a well-ventilated room 

	7.
	7.
	 Interrupt/discontinue the experience if cybersickness occurs and offer rest, ideally in fresh air or at least with an environmental view (window) 

	8.
	8.
	 Consider/provide alternative ways for training/qualification 
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